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RESUMEN: El etiquetador automético ESMAS-ES* tiene como objetivo central la anotacién seménti-
co-ontoldgica de textos en espanol, francés, alemén y gallego. Junto con el estudio de la viabilidad de un
nuevo método de andlisis, el desarrollo del etiquetador requiere explorar nuevas vias para el procesamiento
inteligente de la informacién y conocimiento, y, por ende, para la comprensién profunda del significado.
Esta publicacién presenta los principios metodoldgicos para su disefio, asi como una panoramica de técnicas
y estrategias aplicables para la generacién de conocimiento lingtiistico, multilingiie y tecnoldgico sostenible,
lo que, a su vez, contribuird al disefio de herramientas extrapolables a diferentes lenguas. La evolucién de
ESMAS-ES* puede repercutir en algunas dreas del procesamiento del lenguaje natural, en especial, en aque-
llas ligadas a la comprensién y desambiguacion del significado. De este modo, puede contribuir a favorecer la
legibilidad y comprensién de datos lingtiisticos por parte de méquinas.

PALABRAS CLAVE: ontologfas, significado categorial, procesamiento del lenguaje natural, sostenibilidad.

ABSTRACT: The automatic tagger ESMAS-ES* aims to annotate semantically and ontologically
texts in Spanish, French, German and Galician. Besides examining the feasibility of a new method of
analysis, the development of the tagger involves investigating new approaches to intelligent
information and knowledge processing, and also to a deep comprehension of meaning. This paper
outlines the methodological principles of the tagger’s design and provides an overview of the
techniques and strategies applicable for generating sustainable linguistic, multilingual and
technological knowledge. These insights will support in turn the development of tools that are
adaptable to various languages. The development of ESMAS-ES* can have a positive impact on several
areas of natural language processing, particularly those related to meaning comprehension and
disambiguation. Consequently, it can enhance machine-driven readability and understanding of
linguistic data.

KEYWORDS: ontologies, categorial meaning, natural language processing, sustainability.
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1. INTRODUCCION

Avanzar en una descripcién y comprension mds profunda del significado resulta imprescin-

dible, no solo para la generacién de conocimiento lingiiistico tedrico v descriptivo, sino también
g gu y
para diversas aplicaciones de Procesamiento y Generacién del Lenguaje Natural (PLN, GLN) y
de Traduccién Automitica (TA). Es bien sabido que el procesamiento y modelado automatiza-
do de la informacién semantica requiere fundamentos tedrico-semanticos y recursos con datos
q y

lingﬁisticos (corpus, diccionarios, terminologl'as, etc.). Ademds, se necesitan analizadores y eti-
quetadores, reglas gramaticales y léxicos vinculados a ontologias estables, asi como la aplicacién
de diferentes tecnologias de PLN.

En este contexto, el presente trabajo presenta la metodologia propuesta para el desarrollo de un
etiquetador semdntico-ontoldgico multilingtie, ESMAS-ES*. Dicho recurso anotard automatica-
mente el léxico nominal en espafiol, francés, aleman y gallego'. A diferencia de otros recursos afines?,
ESMAS-ES* detectard, procesard y etiquetard automdaticamente textos a partir del vocabulario reco-
gido en paquetes léxicos, siguiendo una ontologia construida de forma bozzom-up. Desde el punto de
vista del usuario, serd posible la consulta y recuperacién conjunta de informacion lingjiistica aten-
diendo a pardmetros ontoldgicos y relacionales (véanse ejemplos ilustrativos en la seccion 3.1.).

El desarrollo del anotador, todavia en curso, se articula en dos ¢jes centrales: por un lado, la
descripcién ontoldgica del léxico basada en la Ontologia 2.0 (Dominguez, 2025). Esta proporcio-
na una caracterizacién detallada de los rasgos ontoldgicos atribuibles a las unidades léxicas nomi-
nales. Por otro lado, la vinculacién sintictico-semdntica relacional, la cual ofrece una visién inte-
grada del significado en contexto. Uno de los pilares de nuestra aproximacién se fundamenta en el
hecho de que los roles semdnticos se expresan mediante lexemas con rasgos ontoldgico-
categoriales especificos.

Aunque existen estudios y técnicas comparables, no conocemos ningtin método que integre
simultdneamente: (i) la sintaxis valencial y la seméntica combinatoria de Engel (2009); (ii) las
ontologfas de WordNet; (iii) una ontologfa bottom-up de vocabulario prototipado; (iv) caudal
léxico traducido automdticamente; (v) modelos del lenguaje (LLMs) y (vi) datos multilingiies ya
anotados con informacion sintdctica, semdntica y ontoldgica. El proyecto, ademds, se fundamenta
en principios de sostenibilidad?®, como la reutilizacién de datos y la interoperabilidad de recursos.

Este trabajo presenta, por tanto, una propuesta metodolégica modular y sostenible para el
desarrollo del etiquetador nominal. En la seccidn 2 se expone el contexto y los recursos relacio-
nados con nuestra propuesta; la secciéon 3 presenta los fundamentos teéricos y metodoldgicos,
incluyendo el modelo combinado y la arquitectura del etiquetador (seccién 3.1), asi como las
herramientas aplicadas y los primeros resultados (seccién 3.2). La Seccidn 4 describe el etiqueta-
dor previsto y el desarrollo potencial de herramientas fundamentadas en sus datos. La seccién 5
recoge las conclusiones del estudio.

La seleccién de lenguas permite contrastar una lengua germénica con lenguas roménicas. Véase también la nota al pie niimero 2.
Muchos recursos existentes (diccionarios, corpus y redes semdnticas) presentan limitaciones para su explotacién por proce-
sadores lingiiisticos: no estdn anotados semédnticamente, no son de acceso abierto, carecen de interoperabilidad y suelen es-
tar disponibles solo para lenguas mayoritarias, especialmente el inglés. Esta carencia es especialmente significativa en lenguas
como el gallego. Esto contrasta con la creciente demanda de herramientas Iéxicas por parte de diferentes disciplinas.

w

La sostenibilidad parte del empleo de datos procedentes de herramientas ya disefiadas por el equipo de investigacién u otros
equipos. Este enfoque permite aprovechar de forma éptima los avances previos y otorgar nuevo valor a esfuerzos realizados
anteriormente. Para asegurar la continuidad y la reutilizacién del conocimiento generado, la interoperabilidad se revela co-
mo un principio clave.
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DISENO Y METODOLOGIA DE UN ETIQUETADOR SEMANTICO-ONTOLOGICO MULTILINGUE: ESMAS-ES*

2. ESTADO DEL ARTE Y RECURSOS

A continuacién, esbozaremos per negationem algunas de las caracteristicas centrales de

ESMAS-ES* con la finalidad de contextualizar nuestro etiquetador (vid. seccién 4) frente a

recursos dC Su entorno mas cercano:

(a)

Los DICCIONARIOS son excelentes contenedores de informacién semdntica (REDES, de
Bosque, 2004; DICE), pero, hasta el momento, no han propiciado el desarrollo de una
aplicacidon de etiquetado semdntico automdtico, como tampoco ha sucedido desde la ge-
neracién automdtica de contenido lexicografico.

La mayor parte de los CORPUS, RECURSOS LEXICOS y GESTORES DE CORPUS permiten re-
cuperar y medir estadisticamente las propiedades distributivas del vocabulario y codificar
sus propiedades sintagmdticas. Sin embargo, dichas herramientas no suelen conjugar un
filtrado simultdneo de datos seménticos, formales y estadisticos, dado que estas, por nor-
ma general, carecen de anotacidn semdntica. No obstante, algunos recursos léxicos, como
PDEV/CPA, Verbario, PropBank, NomBank, los corpus Ancora, OntoNotes 2.5. o
SemLink si ofrecen anotacidn semdntica. Se dispone también de léxicos que describen so-
lo determinadas clases de palabras atendiendo a su interfaz sintdctico-semdntica, como
VerbNet, por citar alguno.

Entre las REDES SEMANTICAS y BASES DE DATOS LEXICAS destacan WordNet y Frame-
Net, las cuales proporcionan datos semanticos de diferentes niveles: en el caso de Word-
Net, diferentes ontologfas®; en el caso de FrameNet, también el significado relacional o
roles semdnticos’. Existen, ademds, diccionarios multilingiies enciclopédicos (como Ba-
belNet) y recursos colaborativos de cddigo abierto (como Wikcionario).

Los SOFTWARES DE ETIQUETADO analizados se centran mayoritariamente en etiquetar
unidades léxicas o textuales desde un punto de vista formal o morfosintictico (TreeTag-
ger, FreeLing 0 XIADA) o atendiendo al andlisis del discurso (CorefAnnotator). En el es-
cenario actual solo conocemos dos aplicaciones que muestran concomitancias con nues-
tro proyecto:

o Laaplicaciéon UAM Corpus Tool. Ofrece anotacién sintctico-semdntica; no obstan-
te, el etiquetado en el plano semdntico se ocupa unicamente del paradigma verbal ha-
ciendo hincapié en el aspecto o el modo verbal.

o El etiquetador semantico USAS (UCREL Semantic Analysis System), desarrollado
inicialmente para el inglés (con problemas de desambiguacién) y su categorizacién se-
mdntica, asi como el etiquetador semdntico en Python PyMusas.

En las tltimas décadas, las estrategias de aprendizaje automdtico basadas en REDES NEU-
RONALES, ¢l modelado estadistico del lenguaje (como los 7-gramas) y otros enfoques lin-
glifsticos neuronales (como el aprendizaje profundo) han revolucionado el campo del
PLN (Peters ez al., 2018; Li ez al., 2021). Como resultado, contamos con métodos predic-
tivos para el modelado y la representacién del lenguaje, basados en word embeddings (re-

4 Cabe senalar aqui la Suggested Upper Merged Ontology (Niles y Pease, 2001), la Top Concept Ontology (Alvez et al., 2008), los
WordNet Domains (Bentivogli ez al., 2004), el Basic Level Concept (Izquierdo et al., 2007), los Epindnimos (Gémez y Solla,
2018) y los primitivos semdnticos de Miller et al. (1990).

> ESMAS-ES* se diferencia de WordNet y FrameNet en varios aspectos clave, tanto en su enfoque como en su funcionalidad.
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MARIA JOSE DOMINGUEZ VAZQUEZ

presentaciones vectoriales de formas léxicas generadas mediante técnicas de procesamien-
to de corpus)®. Estas técnicas permiten reproducir y codificar relaciones léxicas, y, por tan-
to, capturar el conocimiento seméntico.

(f) La descripcién del plano semdantico exige también una organizacién y parametrizacion,
por tanto, ONTOLOGIAS y TAXONOMIAS sélidas y granulares. Sobre ontologfas y extrac-
cién automdtica de datos mediante PLN se viene trabajando de modo muy intenso en las
tltimas décadas. Asi, por ejemplo, FunGramKB estudia la organizacién ontoldgica y el
conocimiento léxico-conceptual y el grupo Tecling desarrolla taxonomias para la anota-
cién automdtica de sustantivos y verbos. Entre el abanico de taxonomias y ontologias des-
tacamos Kind, Louw & Nida Model, Semantic Domains, USAS y WordNet.”

(g) Lairrupcidn de chatbots basados en inteligencia artificial (IA) —como ChatGPT, Copi-
lot, Gemini o DeepSeek— ha transformado rdpidamente los procesos de obtencién y ana-
lisis de datos. Aunque, por el momento, no sustituyen la investigacién sobre codificacién
semdntica automdtica, si la complementan. Como sefiala Trap-Jensen (2018: 34), el co-
nocimiento humano sigue siendo esencial en este proceso, ya que la eficacia de estos sis-
temas varia segtin el tipo de tarea y la precision del prompe:

Language technology and artificial intelligence are moving into a phase where the word lists and
morphological lexicons developed inside the NLP environment itself are insufficient to meet the
demands for developing smarter and more sophisticated products. Automatic content summaries,
domain classification and virtual assistants are but a few examples of applications that require
‘knowledge’ or some way of handling the semantics of human language.

3. FUNDAMENTOS TEORICOS Y METODOLOGICOS
3.1. Modelo combinado y arquitectura del etiquetador

Con el objetivo de describir, codificar y procesar automaticamente la complejidad de los
sistemas lingiifsticos, particularmente la informacién seméntica, se propone la aplicacién de un
4 . . 4 s/ . L4 / .
método combinado multimodular (véase seccidn 1). A continuacidn, se ofrece una panordmi-
ca como punto de partida:

¢ El etiquetado de datos se beneficia de técnicas de PLN basadas en redes neuronales, como Word2vec (Mikolov ez al., 2013).
Emplea una RNN (Recurrent Neural Network) de dos niveles con dos implementaciones diferentes: i) el algoritmo Skip-
gram intenta predecir el contexto més adecuado de una palabra analizando su vector y los vectores de las palabras vinculadas
al vector de la palabra origen, ii) CBOW (Continuous Bag of Words) prevé la palabra més adecuada para un contexto especi-
fico, es decir, la palabra que més frecuentemente ocupa un espacio o aparece en concurrencia. Estos modelos permiten anali-
zar tanto relaciones paradigmaticas como sintagmdticas. Asi, siguiendo criterios cuantitativos (medicién de cosenos y crite-
rios de similitud) se pueden predecir las unidades léxicas mas probables en un contexto lingiifstico determinado. Esto facilita
su andlisis estadistico, la categorizacién y la elaboracion de patrones de similitud seméntica (cf. modelos preentrenados co-
mo Sketch Engine, Derckovecs o SemantiGal).

~

Nuestra experiencia en proyectos de lexicograffa electrénica multilingiie, GLN y combinatoria léxica nos ha permitido
constatar que muchos recursos con informacién semdntica suelen ser sistemas cerrados, poco escalables, no interoperables y
dependientes de una clase de palabra o dominio especifico, lo que limita su aplicabilidad a otros contextos. Aunque se han
logrado avances en la anotacién lingiistica de corpus y recursos léxicos para lenguas como el espaiiol (cf. esta seccién), el
etiquetado seméntico en francés o alemdn atin estd por detrés del inglés. La situacion del gallego es incluso més precaria.
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a) LATEORIA VALENCIAL

Los enfoques semdnticos aplicados en PLN (grafos conceptuales, redes semdnticas, etc.)
tienen en comun la interpretacion de las palabras individuales como predicados, con sus consi-
guientes argumentos. Estos, a su vez, pueden actuar nuevamente de predicados. De entre los
numerosos enfoques lingiiisticos, destacamos aqui la teorfa de dependencias y valencias de la
escuela de Ulrich Engel (1996, 2009). Esta describe la valencia sintictica (diferenciando argu-
mentos obligatorios o facultativos frente a circunstantes) y la valencia semdntica (el significado
combinatorio, conformado por el plano relacional y categorial). Engel (1988: 875) describe
este ultimo como sigue: «Kombinatorische Bedeutung, die fir die Umgebung eines Wortes
gilt (Gegensatz: inhirente Bedeutung); soviel wie Inhaltsvalenz des betreffenden Wortes; es
sind kategorielle und relationale Bedeutung zu unterscheiden»®.

Siguiendo esta teorifa, se pueden analizar patrones argumentales y su potencial semdntico
combinatorio —los roles semdnticos y rasgos ontoldgicos de los elementos implicados en una
expresion— (Engel, 1996). Dicha aproximacién permite establecer prototipos léxicos y clases
semdnticas actualizables en diferentes casillas funcionales. Las investigaciones realizadas en el
desarrollo de recursos como Xera, XeraWord, Combinatoria y CombiContext’ han confirmado
la viabilidad de la teoria de valencias de Engel para describir y procesar el potencial combinatorio
nominal, tanto en el ¢je sintagmdtico y paradigmadtico como en el oracional. Por tanto, la pro-
puesta cuenta con un s6lido fundamento semantico, el cual puede verse enriquecido con los mo-
delos de Hanks (patrones semanticos; véase PDEV/CPA) o Mel’¢uk (2013; funciones léxicas)™.
Pese a las diferencias tedricas entre las aproximaciones citadas, estas posibilitan un modelado
formal de la combinatoria léxica y la estructura nominal/oracional, como ejemplifican diferentes
diccionarios y recursos basados en dichas teorfas.

b) LOSRASGOS ONTOLOGICOS Y PAQUETES LEXICOS

El punto nuclear de nuestro método lo conforman los denominados paquetes léxicos. Ac-
tualmente disponemos de 3600 unidades. Estas resultan de la recurrencia de las APIs' a las
relaciones semanticas de WordNet y a las ontologfas vinculadas a los synsezs en el modelo de
EuroWordNet. Estos paquetes incluyen un identificador tnico, una descripcién del tipo de
objeto caracterizado, su clasificaciéon combinada en las ontologias de WordNet y una lista de
lexemas flexionados, etiquetados y caracterizados ontolégicamente. Cada lexema estd vincula-
do al Indice Interlingiiistico (ILI), utilizado tanto en WordNet como en el Multilingual Cen-
tral Repository (MCR'?). Por tanto, estos paquetes compilan vocabulario prototipado ontolé-
gicamente y estdn asignados a una clase semdntica concreta.

Para el etiquetado semdntico manejamos la Ontologfa 2.0. (Dominguez, 2025). Esta atina
el inventario de rasgos categoriales de la teorfa valencial (Engel, 2009) y las ontologias de
WordNet. Un e¢jemplo del etiquetado ontoldgico granular a partir de los datos de los paquetes
léxicos se recoge en la imagen 1:

8 Traduccién de la cita: Significado combinatorio, que se aplica al entorno de una palabra (en contraste con el significado
inherente); equivale a la valencia de contenido de la palabra en cuestién. Se debe distinguir entre significado categorial y sig-
nificado relacional.

® Su descripcidn se encuentra en la pagina http://portlex.usc.gal/combinatoria/.

1 Mel'¢uk (2013) representa un claro ejemplo de la posible formalizacién del significado para su posterior tratamiento informdtico.

! Las herramientas se encuentran en abierto en este enlace: http://portlex.usc.gal/combinatoria/.

12 Proporciona coherencia ontoldgica a todos los Wordnets y elementos alli integrados. Ademas, el MCR 3.0 también propor-
ciona grupos de sinénimos, definiciones y relaciones semanticas (hip6nimos, hiperénimos).
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Descripcion general: Diferencia lugares frente a otros representantes de otros mundos
Relacion de contraposicion: per negationem

Relacion especifica: Son lugares, edificios o espacios en general

« Volver a F1. Lugar

TIPO DE CONSTRUCCIONES Y PARTES

Subcategorifa: 1.3. Tipo de construcciones y partes

I Definicién: Presenta tipos de construcciones y sus partes

=2 B EEE B9)

TIPO
GENERAL m m JURISPRUDENCIA EMPRESARIAL DOMICILIO

Imagen 1. Descripcidn ontolégica. Ejemplo {Lugar | Tipo de construcciones y partes | Tipos}®

Dada la relacién entre rasgos ontoldgico-categoriales y roles semdnticos (imagen 2), esta
descripcion ontoldgica resulta esencial desde una perspectiva lingtifstica. Ademds, es clave para
el procesamiento automdtico de datos, al servir de vinculo directo con las ontologias Word-
Net, a las que recurrimos en el disefio de nuestro etiquetador.

Una vez definido el aparato descriptivo y el inventario ontoldgico, es imprescindible dis-
poner de un corpus para la evaluacion del grado de acierto o desacierto en la anotacién auto-
mitica. Para tal fin, hemos seleccionado textos del repositorio OPUS (Open parallel corpora),
en concreto, del subcorpus TED2020, el cual ofrece transcripciones de conferencias TED en
varios idiomas'®. La compilacién textual se asienta, ademds, en criterios ligados a la representa-
tividad del vocabulario, la cohesiéon de los textos y la distribucién de las clases ontoldgicas®.
Actualmente, el corpus Gold Standard estd compuesto por una seleccién de ocho textos que
suman un total de 19 182 fokens con una cobertura nominal de un 18,35 % sobre el total de
tokens. Aunque el tamafio del corpus es reducido para entrenar y validar un etiquetador auto-
mitico, en esta fase inicial se utiliza para verificar la viabilidad del método propuesto. En este
contexto, resulta fundamental que el conjunto de datos sea manejable para su anotacién ma-
nual, sin que ello impida su ampliacién progresiva en futuras etapas del proyecto.

13 Para el disefio de algunas de las imdgenes se han utilizado herramientas de inteligencia artificial.

' Esta seleccién no supuso un trabajo menor teniendo en cuenta, por ejemplo, que la lengua gallega estaba menos representa-
da (0 no representada) en los diferentes subcorpus de OPUS.

1> Los textos son coherentes y cohesionados desde un punto de vista lingiiistico. No estdn vinculados a ningtin dominio especi-
fico y muestran una representacién equilibrada de las distintas categorfas ontoldgicas. Estos textos incluyen unidades léxicas
que requieren desambiguacién, por ejemplo, RATON como ‘animal’ frente a RATON como “dispositivo electrénico’. A su
vez, cuentan con vocabulario polisémico interpretable en funcién del contexto, como es el caso de PERIODICO: puede
referirse tanto a un objeto con contenido como a un lugar de trabajo. Proporcionan, ademds, expresiones complejas y com-
puestos, especialmente relevantes en lenguas como el aleman.
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¢) COMBINATORIA Y CONTEXTO

Cualquier estudio sobre el significado del vocabulario tiene que contemplar el andlisis de la
polisemia y la actualizacién del significado en contexto, por tanto, prever estrategias de desambi-
guacion (Arias-Arias, 2025; Raganato ¢f 4l., 2017; OntoNotes 2.5; Renau 7 4., 2019).

Independientemente de lo que los autores entiendan por contexto, dado que se trata de
un concepto multidimensional (Dominguez y Gouws, 2023), es un hecho que muchas investi-
gaciones sobre el contexto tienen como objetivo tltimo describir, representar o codificar signi-
ficados o comprender el comportamiento de las lenguas. No solo desde la lingiiistica, sino
también desde la ciencia cognitiva (McDonald y Ramscar, 2001) y los enfoques neurobioldgi-
cos (Pereira ez al., 2018) se destaca la importancia de los diferentes tipos de contextos. En esta
linea, la concurrencia contextual es considerada uno de los factores mas informativos en el
estudio del significado. Veamos un ejemplo de contexto sintdctico-semdantico: como bien es
sabido, una frase preposicional en espafiol puede expresar diferentes roles semanticos dotados
de diferentes rasgos categoriales. Esto depende, por una parte, de la unidad regente y, por otra,
de la presencia de diferentes argumentos y sus interacciones. La imagen 2 muestra para el sus-
tantivo DEBATE combinaciones para diferentes roles'®:

Ejemplos
el debate {del tema} "2 el debate {del equipo de investigacién} R°!!
el debate {del tema}*°'? {con el equipo de el debate {del equipo de investigacién} *°'" {con los
investigacién) Ro!3 participantes) "3
el debate {del tema} *°'2 {entre la delegacién y los el debate {del tema}"°'? {entre los participantes} R

disidentes} !

Leyenda: Rol1 : ‘aquel que debate' (agente) | Rol2 : 'aquello que es debatido’ (tema/objeto) | Rol3 : 'aquel con el que se
debate' (co-agente)

Imagen 2. Distribucién de roles. Ejemplo DEBATE

En el andlisis del contexto y de los esquemas argumentales también cabe contemplar la
presencia o ausencia de diferentes complementos o circunstantes. Ya Harris (1954: 146) pro-
ponia: «Each language can be described in terms of a distributional structure, i.e., in terms of
the occurrence of parts relative to other parts.». Dicho andlisis también puede contribuir a la
desambiguacién de significados, como se observa en los siguientes ejemplos de Sketch Engine

gu g : guientes cjemp g
deTenTen), donde el vocablo PRASENZ adopta diferentes significados segtin el contexto:
P & gu

(1) Seine Prisenz ist iiberwiltigend, und nur wenige konnen seinem Charisma widerstchen.
Traduccién: Su presencia es abrumadora y pocos pueden resistirse a su carisma.
y
Acepcidn: Presencia = ‘aspecto’, ‘carisma’

16 Este tipo de datos son especialmente relevantes en todos aquellos diccionarios o recursos que tienen la finalidad de describir
el potencial combinatorio de las lenguas, como, por ejemplo, los diccionarios de valencias.
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(2) HELVETIAROCKT engagiert sich [...] fiir eine stirkere Prisenz der Musikerinnen auf der
Biihne, in den Medien und in der Offentlichkeit.
Traduccién: HELVETIAROCKT se compromete [...] a una mayor presencia de las musicas en el
escenario, en los medios y en el espacio publico.
Acepcién: 'Presencia = ‘estar en un lugar’, ‘visibilidad fisica o medidtica’

Para tareas de desambiguacion en contextos nominales, y siguiendo un principio de retro-
alimentacién entre datos y recursos, podemos manejar la herramienta CombiContext (Do-
minguez et al., 2021). Esta herramienta incluye un conjunto de 81 155 estructuras verbales,
29 726 adjetivos y un ntimero similar de adverbios. Las estructuras argumentales estin anota-
das con informacién ontoldgica y valencial. Asi, por ejemplo, el sustantivo COLOR aparece en
nuestro recurso vinculado a 768 estructuras verbales. La imagen 3 presenta un patrén o estruc-
tura argumental, en este caso con COLOR como ntcleo argumental de la frase nominal:

Patron valencial: "color”

color :: ['determinante’, ‘adjetivo’, ‘nucleo’, ‘actante A2', ‘de’', ‘determinante’, ‘actante N1', ‘!lverbo!!’,
*1ladverbiol!’]

Ejemplo: El [llamativo] color imén de la puerta gusta mucho

Verbos:
Actante A2: Adjetivo ol

gustar | variar

stado

Adjetivos:
Indicado, diferente, caracteristico, bonito

limoén, naranja. fresa

Actante N1: Material Adverblos:
mucho, poco, bastante

ventana, veria, puena, escalera, balcon, chimenea

Imagen 3. Patrén valencial en CombiContext. Ejemplo COLOR

Como se desprende de la imagen 3, a partir de los datos compilados en CombiContext es
posible realizar tareas de desambiguacion. Retomemos el ejemplo de RATON: como se mues-
tra en la imagen 4, tanto la estructura nominal-verbal como la anotacién ontoldgica indican
que la tnica interpretacién posible de RATON en este contexto es la de {animado | animal}.
Por tanto, mediante este procedimiento se puede distinguir la lectura de ‘roedor’ frente a la de
‘dispositivo informatico’.

sustantivo verbo determinante adjetivo_o m adjetivo.o de determinante m por determinante m

Ejemplo: Pedro observa la {rdpida} huida {rapida} del mtonm por la venmnam

Leyenda: N1 : Animado — animal — general | N3 : Material — objeto ~ construccién — parte

Imagen 4. Patrén valencial en CombiContext. Ejemplo RATON
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Imagen 5. Fases de trabajo, procedimientos y aplicaciones
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Para la correccion del output se aplicardn diferentes modelos: correccion directa en la base
de datos mediante la comparacién multilingiie y/o elaboracién de plantillas de correccién
siguiendo modelos como el DQF-MQM, manejada en la revisién de datos procedentes de la
traduccién automadtica.

Por tanto, tenemos el punto de partida para poder desarrollar un nuevo tipo de herra-
mienta de etiquetado semdntico automdtico, esto es, nuestro etiquetador ESMAS-ES*. En
fases posteriores, el procedimiento descriptivo de rasgos ontoldgicos y patrones argumentales
puede perfeccionarse tanto en favor de la desambiguacién como de la ampliacién de datos. En
este contexto, se contemplan varias lineas de trabajo: i) el uso de Transformers como BERT,
ii) la integracién de recursos con anotaciones semdnticas (como Kind) y/o sintdctico-
semdnticas (como OntoNotes 5.0; cfr. Weischedel ez 4/, 2022) o iii) el entrenamiento de
LLMs", entre otros.

3.2. Recursos aplicados y primeros resultados

En esta seccién, abordamos aquellos fenémenos que han dado lugar a inconsistencias en el
proceso de anotacién actual. Se proponen, ademds, diferentes opciones de optimizacién:

(a) Divergencias en la anotacién humana: Se han observado discrepancias en la anotacion del
corpus Gold Standard realizada por los especialistas (Inter-Annotator Agreement, IAA).
Las principales divergencias radican tanto en la complejidad descriptiva inherente a la
realidad lingiiistica (por ejemplo, la dificultad para interpretar ciertas unidades incluso en
un contexto determinado), como en la ausencia de algunas subclases en la Ontologia 1éxi-
ca (Dominguez ez al., 2021). En este sentido, se han establecido las siguientes lineas de ac-
tuacion:

o Granularidad de la ontologia: Dado que se trata de una ontologfao bottom-up —esto
es, se construye a partir de la realidad lingiiistica y no a la inversa—, puede enriquecer-
se con nuevas subclases ontoldgicas. Tomando en consideracién tanto los resultados
del IAA como otros estudios preliminares (véase b)), la Ontologia léxica (Dominguez
et al., 2021; compdarese Martin Gascuefia, 2023) ha sido revisada y ampliada, dando lu-
gar a la Ontologia 2.0 (Dominguez, 2025). Esto conlleva, por tanto, un aumento de
rutas ontoldgicas y de paquetes léxicos'.

« Revisién de paquetes léxicos para cada una de las lenguas: Dado que los paquetes [éxi-
cos sirven para testar y entrenar el prototipo de etiquetador habrd que comprobar que
el caudal léxico esté de facto adecuadamente compilado en un paquete [éxico. Esta revi-
sidn posibilita dos vias de trabajo: permite optimizar el recurso y, a su vez, sienta las ba-
ses para el disefio de herramientas con aplicacién en la ensenanza y aprendizaje de len-
guas, como, por ejemplo, recursos para determinar la dificultad de aprendizaje de un
texto o su adecuacién para un cierto nivel de lengua.

17 En este tltimo caso, utilizando textos del corpus Gold Standard, prompts especificos y la Ontologfa 2.0. (Dominguez, 2025)
como punto de partida.
'8 Con el fin de conseguir una mayor granularidad también es posible recurrir a otras ontologias o taxonomfas, como USAS, la

propia TOP de WordNet, Kind, o proceder como Martinelli ez al. (2024).
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o Edicién de paquetes madre: La elaboracién de nuevos paquetes Iéxicos se fundamenta
en el concepto de 'lengua madre' propuesto por Gouws (2014). Para su extraccién, tra-
tamiento y creacidon manejamos recursos descritos previamente, tales como WordNet,
APIs, etc.; para la lematizacidn, andlisis de dependencias y etiquetado empleamos co-
mo soporte léxico diversas librerfas de Python y para la flexion los diccionarios de Free-
ling.

o Traduccién automdtica: Mediante la traduccidn de los paquetes léxicos se automati-
zan procedimientos y reutiliza la informacién. Una herramienta util en este procedi-
miento es TraduWord. Dicho recurso posibilita la traduccién automatica de reperto-
rios de clases semdnticas, asi como de sus ejemplares en relacién paradigmdtica a partir
de los datos extraidos automaticamente de WordNet, por tanto, a partir de los paque-
tes léxicos existentes en otras lenguas'”. También es posible recurrir a la traduccién au-
tomdtica de paquetes léxicos mediante otros recursos.

(b) Divergencias en la anotacién automdtica: Actualmente se estdn llevando a cabo pruebas
exploratorias para determinar si algin LLM especifico resulta adecuado para los objetivos
de nuestra investigacién. Aunque pueda parecer una afirmacion evidente, para poder ano-
tar ontoldgicamente una unidad léxica es imprescindible identificarla previamente. En es-
te sentido, nuestros estudios piloto (Dominguez, 2025) indican que Copilot y DeepSeck
han demostrado ser més eficaces que ChatGPT y Gemini en el reconocimiento de sustan-
tivos. En cuanto a la anotacién semdntica, también se ha observado que Copilot y
DeepSeck son los méds adecuados para tareas de anotacién ontoldgica, tanto por su preci-
sién como por su alineacién con la jerarquia taxondmica. Gemini y ChatGPT, en cambio,
presentan problemas de consistencia en la clasificacién de datos. No obstante, estos resul-
tados preliminares deben contrastarse con otros estudios que ofrecen perspectivas com-
plementarias. Asi, en una investigacion posterior (Arias-Arias y Martin-Cancela, 2025) se
evalué la viabilidad de la anotacién semédntica mediante LLMs (ChatGPT, Gemini y
Claude) utilizando técnicas de zero-shor prompting. Los resultados obtenidos muestran
que Claude supera a ChatGPT y Gemini en todas las métricas evaluadas®. Esto sugiere
que los LLMs no deberfan excluirse de tareas de anotacidn ontolégica (véase también Pu-
raivan ez al., 2024). Estos estudios apuntan, ademds, a la posibilidad de desarrollar un en-
trenamiento especifico orientado a explorar relaciones ontoldgicas en contexto. En gene-
ral, conviene reflexionar sobre el uso de los LLMs como herramientas iniciales de anota-
cién o como recursos de verificacidn en etapas finales.

(¢) Junto con las optimizaciones sefialadas previamente, el desarrollo del etiquetador conlleva
una serie de tareas asociadas:

1 Las traducciones automdticas en 77adulVord se calculan utilizando dos enfoques diferentes: (a) dados los indices interlin-
giifsticos presentes en los paquetes léxicos, que identifican univocamente un concepto, se consulta la APIy a partir de aqui
se obtiene una lista de variantes para cada unidad presente en el paquete madre; (b) de no haber resultados disponibles pro-
cedentes de WordNet, o si la cantidad de variantes es demasiado restringida en comparacion con el nimero de variantes en
el paquete madre, se realiza una peticion a la API de MyMemory para recoger su traduccion. Se revisa el output de dichas
herramientas y, de este modo, se obtiene el vocabulario de los paquetes léxicos.

2 En términos de precisién, Claude alcanza un valor de 0.65 frente a ChatGPT con 0.0543 y Gemini con 0.487. En cuanto
al recall, los resultados son 0.471 para Claude, 0.205 para ChatGPT y 0.444 para Gemini. Finalmente, el F1 Score se sitta
en 0.511 para Claude, 0.0862 para ChatGPT y 0.452 para Gemini. Estos datos evidencian una mayor consistencia y fiabili-
dad de Claude en la identificacidn y anotacion de sustantivos.
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o Es necesario continuar con el desarrollo y optimizacién de herramientas para el maz-
ching de los paquetes léxicos y los textos. Usando como punto de partida los resultados
de los primeros experimentos realizados, se prevé el desarrollo de un motor capaz de
procesar y anotar datos de manera automatica.

o Optimizacidn de herramientas, técnicas y estrategias: El andlisis cualitativo y cuantita-
tivo del etiquetado automadtico conducir, en algunos casos, a la necesaria optimizacién
de herramientas existentes, al desarrollo de nuevos recursos o al reajuste de la aproxi-
macién metodoldgica. Dichos anilisis seran incorporados como nuevas capas de pro-
cesamiento dentro del motor de etiquetado original de los datos y vendran a enrique-
cer y reajustar la aproximacién metodoldgica inicial.

En los apartados anteriores, se han sefialado los principales recursos, casi todos ellos de ac-
ceso abierto y gratuito, que se manejardn en el desarrollo del etiquetador. Los siguientes apar-
tados sirven para su compilacién:

(1) GENERADORES MULTILINGUES? del lenguaje natural: Estos recursos permiten la
consulta (semi)automdtica de las ontologias de WordNet o la extraccidn vy reutilizacién
de esquemas sintictico-semdnticos de la frase nominal y oracion.

(2) WORDNET: Atendiendo a la estructura multilingtie de EuroWordNet** y MCR 3.0, es
posible llevar a cabo una interconexidn entre las lenguas implicadas en el andlisis, asi como
el analisis de diferentes anotaciones semanticas y la extraccién de vocabulario ligado a di-
chas clases semanticas.

(3) MULTITOOLS?: Bajo este epigrafe se compendia una coleccién de recursos de libre
acceso, que dada su adecuacion al proyecto se pueden reutilizar, lo que ademds contribuye
a la sostenibilidad:

o APIs: Permiten extraer datos léxicos de las consultas que recurren a las relaciones se-
ménticas de WordNet y a las ontologias vinculadas a los synsets en el modelo de
FuroWordNet.

« Motores de busqueda en WordNet: 1) Lematiza utiliza c6digo derivado de diferentes
proyectos del Seminario de Lingiiistica Informética de la Universidad de Vigo. Enlaza
con la interfaz de Galnet para ilustrar la identificacién del significado de formas léxicas
y proporciona el lema de cada argumento con sus variantes de significado (synsers) li-
gadas a las diferentes ontologias de WordNet; 2) Combina permite combinar o cotejar
los resultados de varias consultas de las APIs a WordNet, por tanto, la extraccion se-
miautomética de datos compartidos o combinados de las ontologias de WordNet.

« FLEXIONA (espafiol, francés y alemdn) y FLEXIONADOR (gallego y portugués): Aportan
lemas flexionados.

(4) TREETAGGER y LINGUAKIT: Para la lematizacién y PoS-tagging del alemdn, espafiol y

francés se maneja el TreeTagger. Con la misma finalidad, pero para el gallego, se usa

Linguakit.

2 'Todos ellos accesibles en http://portlex.usc.gal/combinatoria/.
22 En EuroWordNet, los wordnets estdn interconectados con enlaces interlingiisticos almacenados en el indice interlingual
(Vossen, 1998).

2 Estas herramientas estdn accesibles bajo dicho epigrafe en el siguiente enlace: htep://portlex.usc.gal/combinatoria/.
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(5) ONTOLOGIAS bottom-up.

(6) TRADUWORD: Herramienta de traduccién de caudal léxico o a partir de datos extraidos
de modo automético de WordNet en combinacién con MyMemory.

(7) PAQUETES LEXICOS MULTILINGUES: 3600 paquetes léxicos, esto es, caudal léxico etique-
tado y anotado semdnticamente.

BASE DE DATOS (mySQL) para el tratamiento y almacenamiento de datos.
Corpus Gold Standard para tareas de validacion.
0) Herramientas de combinatoria aplicables a tareas de desambiguacion.

1) LLMs como recursos de anotacidn o verificacién.

4. ETIQUETADOR Y NUEVOS RECURSOS LEXICOS

El etiquetador se visualizard como una ventana de rastreo de texto para detectar, procesar
y anotar automdticamente textos a partir del vocabulario recogido en los paquetes léxicos. El
filtrado y etiquetado hace uso de las relaciones jerarquicas de la ontologia, que podrin ampliar-
se para mejorar la granularidad.

En su fase final, junto con apartados como la descripcion del recurso, el aparato tedrico-
aplicado, la ontologia y el equipo, el etiquetador serd una aplicacién activa y supervisada: per-
mitird introducir un texto, seleccionar la lengua y obtenerlo anotado semédnticamente. Conta-
rd con una interfaz interactiva con funciones avanzadas, como filtros por clase semdntica y
visualizacién de descripciones ontoldgicas mediante mouse over. El recurso serd de acceso
abierto y cddigo libre, con posibilidad de descarga en varios formatos para facilitar su integra-
ci6én en otros sistemas. De este modo, los datos generados podran integrarse en recursos exter-
nos, como diccionarios computacionales, bases terminoldgicas o sistemas de traduccién auto-
mdtica, y servirdn para crear plantillas semdnticas en diccionarios multilingiies (semasioldgicos
y onomasiolégicos), léxicos anotados por dominio o herramientas de e-aprendizaje. Entre los
posibles recursos desarrollados a partir del etiquetador se perfilan: i) una herramienta de siné-
nimos en contexto para evitar la pobreza léxica; ii) un clasificador automdtico de textos por
tipologia (p. ¢j., TFG vs. informe); iii) un sistema de evaluacion de textos por nivel de lengua,
ttil en ensefanza de lenguas extranjeras y iv) un médulo de deteccidn de errores combinato-
rios frecuentes, basado en patrones valenciales anotados. Esto tiene una clara aplicacién en la
ensefianza de lenguas extranjeras y segundas lenguas, por ejemplo, contribuyendo a evitar erro-
res habituales ligados al potencial combinatorio de una unidad léxica (Miiller-Spitzer ez al.,
2018). Estas propuestas resultan especialmente relevantes para lenguas con menos recursos,
contribuyendo a su fortalecimiento digital y lingiiistico.

S. CONCLUSION

Este trabajo presenta un método combinado y sostenible para el desarrollo de un etique-
tador semdntico automdtico y multilingtie de textos.
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Gracias a su arquitectura modular, el anotador puede adaptarse a distintos niveles de gra-
nularidad descriptiva y a diversas lenguas, incluidas aquellas con menos recursos digitales. Los
avances en la automatizacion de la obtencién eficaz de informacidn sintictica, léxica y combi-
natoria contribuirdn tanto a la optimizacién de recursos existentes como al disefio de nuevos
instrumentos lingtifsticos. Para ello, serd necesario continuar con la ampliacién del corpus
Gold Standard, incorporar nuevas subclases semdnticas en la ontologia, mantener una metodo-
logfa circular entre datos y recursos y evaluar el entrenamiento de LLMs para tareas de desam-
biguacién.

En definitiva, ESMAS-ES* aportard datos anotados, técnicas de procesamiento, pruebas
exploratorias y metodologfas replicables. La sostenibilidad de la investigacién se garantiza me-
diante la reutilizacion de datos, el acceso abierto a los recursos generados y su posible integra-
ci6n en aplicaciones externas. En el marco de la lexicografia y la investigacion lingiistica soste-
nible, esta propuesta contribuye a revalorizar esfuerzos previos y a generar valor social y cienti-
fico.
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https://doi.org/10.5683/SP2/KPKFPI
http://clic.ub.edu/corpus/es/ancora
https://babelnet.org/
https://babelnet.org/
https://chat.chatbotapp.ai/
http://portlex.usc.gal/develop/combina.php
https://www.microsoft.com/es/microsoft-copilot/organizations
https://github.com/nilsreiter/CorefAnnotator
https://chat.deepseek.com/
https://corpora.ids-mannheim.de/openlab/derekovecs/
http://www.dicesp.com/paginas/index/2
https://www.taus.net/resources/blog/dqf-mqm-beyond-automatic-mt-quality-metrics
https://archive.illc.uva.nl/EuroWordNet/
http://portlex.usc.gal/develop/flexiona.php
https://ilg.usc.gal/flexionador
https://framenet.icsi.berkeley.edu/fndrupal/
http://nlp.lsi.upc.edu/freeling/node/1
https://fungramkb.ucam.edu/
https://gemini.google.com/
https://uni-tuebingen.de/en/142806
http://www.tecling.com/kind
http://portlex.usc.gal/develop/lematiza/
https://linguakit.com/es/analisis-completo
https://ucrel.lancs.ac.uk/usas/Louw&Nida/Louw&Nida_frameset.htm
https://mymemory.translated.net/
https://adimen.si.ehu.es/web/MCR
http://portlex.usc.gal/combinatoria/
https://nlp.cs.nyu.edu/meyers/NomBank.html
http://ogden.basic-english.org/bewords.html
https://catalog.ldc.upenn.edu/LDC2013T19
https://opus.nlpl.eu/
https://pdev.org.uk/
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PropBank = http://verbs.colorado.edu/~mpalmer/projects/ace.html

PyMusas = https://pypi.org/project/pymusas/

Semantic Domains = https://semdom.org

SemantiGal = https://tec.citius.usc.es/demos-lingua/index

SemLink = https://verbs.colorado.edu/semlink/

SenSem = http://grial.edu.es/sensem/corpus/main

Sketch Engine = https://www.sketchengine.cu

Tecling = https://www.tecling.com/

TraduWord = https://ilg.usc.gal/gl/proxectos/interoperabilidade-de-recursos-e-producion-
automatica-de-linguaxe-natural

TreeTagger = https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/

UAM Corpus Tool = www.corpustool.com/index.html

USAS = http://ucrel-api.lancaster.ac.uk

Verbario = http://www.tecling.com/verbario/

VerbNet = https://verbs.colorado.edu/~mpalmer/projects/verbnet.html

Wikcionario = https://es.wikipedia.org/wiki/Wikcionario

WordNet = https://wordnet.princeton.edu

Xera = http://portlex.usc.gal/combinatoria/usuario

XeraWord = http://ilg.usc.es/xeraword/en/

XIADA = http://corpus.cirp.gal/xiada
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