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ABSTRACT

This paper ainisat presenting a survey of computational linguistic tools presently available but
whose potcntial has been ncither fully considered nor exploited to its full in niodern CALL.

It startswith adiscussion on the rationale of DDL to language | earning, presenting typical
DDL-activities, DDL-software and potential extensionsof non-typical DDL-software (electronic
dictioiiariesand electronic dictionary facilities) to DDL .

An cxtendced section isdevoted to describe NL P-technology and how it can beintegrated
into CALL, within alrcady cxisting software or as stand alone resources. A range of NLP-tools
ispresentcd (MT progranis, taggers, lemmatizers, parsers and speech technologies) with special
emphasis on tagged concordancing.

The paper finishes with a number of reflectionsand ideas on how language technologies
can be used cfficiently within the language learning context and how extensive exploration and
integration of these tcchnologies might change and extend both modern CALL and the present
language learning paradigiii..
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130 Pascual Cantos-Gomez

I. INTRODUCTION

The use of concordancing in literature and linguiétic analysis is nothing new. It started well
before computers existed. Tribble and Jones (1990) trace the history of concordancing from the
13th century, when Hugo dc San Charo enlisted 500 monks in producing a complete concordance
of the Latin Bible. That is, a kind of reference work designed to assist in the exegesis of the
Bible, consisting of all occurrences of terms, names, etc., that were felt to be significant, and
presented these terms in a way that would help the researcher.

Of course, current applications of concordances in language and literature are not so
labour intensive. The use of concordancing as a tool for language learning/teaching is relatively
recent, starting in the 1980’s, when computational power began to get scaled into small,
affordable personal computers.

Succinctly, a concordance is a data arrangement technique that transforms texts into lists,
printing lincs of text where the word or expression interested in investigating is displayed in the
centre of line, know as KW/C (Key Word In Context), within an arbitrarily selected context of
characters or words to its right and left. This technology permits that, for example, a language
teacher or learner interested in knowing the use of the preposition of to transform a text such as:

What be more important or intriguing than our own origins? Like all animals
we come from one cell that develops into an embryo which forms the adult.
This embryonic development presents a fundamental problem of biological
organization. From the single cell, the fertilized egg, come large numbers
of cells —-many millions in humans— that consistently give rise to the
structures of the body. How do these multitudes of cells become organized
into the structures of, for example, our body —nose, eyes, limbs, and brain?
What controls their individual behaviour so that a global pattern emerges?
And how are the organizing principles, as it were, embedded or encoded
within the egg? It 1is remarkable that a cell as overtly dull and
structureless as the fertilized egg can give rise to such varied and complex
forms. The answer lies in cell behaviour and how this behaviour 1is
controlled by genes.

Into the following format:

presents a fundamental problem [[of]] biological organization.
egg, come large numbers [(0of]] cells —many millions in
rise to the structures [[of]] the body. How do .
How do these multitudes [[of]] cells become organized into...
organized into the structures [[of]], for example, our body

Clearly, what this technique does is to make the invisible visible for teachers and learners.
Patterns and structures that would else hardly be immediately recognisable, spring to the eye.

© Servicio de Publicaciones. Universidad de Murcia. All rights reserved. LJES, vol. 2 (1), 2002, pp. 129-165



Integrating Corpus-bused Resourees and Nutural Language Proeessing Tools into CALL 131

II. AWORD ON DATA-DRIVEN LEARNING

There is amplc discussion in the literature on the merits of linguistic corpora in second language
teaching and learning (Aston 1995, 1996, 1997, Ball 1995; Barlow 1992, 1995; Burnard and
McEnery 1999; Celce-Murcia 1990; Collins 1999; Flowerdew 1999; Gavioli 1997; Higgins
1991a, 1991b; Johns 1986, 1988, 1991, 1993, Johns and King 1991; Leech and Candlin 1986,
cle.), mainly as a result of the pioneering work of Tim Johns at Birmingham University (1986,
1988).

Johns (1988) states that the use of concordancing in language learning: (a) interjects
authenticity (of text, purpose, and activity) into the learning process; (b) learners assume control
ol that process; and (c) the predominant metaphor for learning becomes the research metaphor,
as embodied in the concept of data-driven learning (DDL), which builds learners’ competence
by giving them access to the facts of linguistic performance.

Higgins (1988) proposes concordunces as the central idea to shift the pedagogical
teaching/tearning paradigm from computer as magister to computer as pedagogue. That is, from
mere process-control model of language instruction to an information-resource model, where
Jearners explore, hypothesize and learn the language for themsclves and the role of instruction
is to provide tools (concordance programs) and resources (texts or corpora) for doing so.
Similarly, Cobb (1997) considers that DDL has a specific learning effect that can be attributed
to the usc of concordance software by language learners. He concludes that computer
concordances might simulate and potentially rationalize off-line vocabulary acquisition by
presenting new words in several contexts.

Stevens (1995) accounts that many teachers feel that concordancers are the type of
software that most closcly approaches fulfilling the potential of computers in language learning.
In a sense, they are working approximations of expert systems. They bring cognitive and analytic
skills in students to bcar on the manipulation of comprehensive databases for the purpose of
solving real-language problems.

The cffectiveness of concordances becomes also apparent not just in teaching/learning,
but also in linguistic research. By means of this technique, Kettemann (1995) compares the
treatment of the English conditional clause in a standard grammar used in Austria (Kacowsky
1987) with the evidence of authentic usage (corpora), and his comparison showed that an
important type of English conditional with present tense in both main clause and conditional
clause, accounting for one third of all instances in the data, is ignored in Kacowsky’s grammar.

Tribble (1997) stresses the potential and usefulness of DDL to language learning/teaching
even with few corpus resources or small, specific corpora. Corpora and corpus-based exercises
are usclul because they favour lcarning by discovery —grammar, vocabulary, ete.— (Tribble and
Johns 1990:12).
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132 Pascual Cantos-Gomez

A lurther related issuc with DDL is authenticity. Widdowson (1983:30) considers that

An authentic stimulus in tlie forrn of attested instances of language does not guarantee an authentic
respoiise in tlic forin of appropriate language activity [...] we should retain the term ‘authenticity' to refer

to activity (i.c. process) and use tlie terin 'geiiuine' to refer to attested instances o f language.

In this sense a corpus may contain millions of "attested instances of language™. but there
is nothing to guarantee that you can use data from that corpus as a stimulus for " appropriate
languagc activity"” (Tribble 1997). That is, it is likely that forcign languagc students are not
necessarily niotivated by alanguage learning activity if the instances of language use that they
are studying are cxtractcd from contexts that have little or no connection with their interestsand
concerns. Genuine examples of language in use will not necessarily lead to autlientic language
use or effective language learning activities.

Sotlicquestion is: whichis tlie best corpusfor language |earners? Flowerdew (1993:309)
thinks that

Maiiy native speakers inake use of otliers' writiiig or speech to inodel their owii work in their native
language where tlie geiirc is unfamiliar. It is tiiiie tliat this skill was brouglit out oftlie closet, aiid exploited
as aii aid for lcarning,

Similarly, Bazerman (1994:131) considers that the most useful corpus for learners of Englishis
tlie one which offers a collection of expert performances in genres which have relevance to the
needs and interests of the learncrs. These texts might exemplify the results and models of the
dcsircd forms of language behaviour that language learners want to achieve and might, therefore.
bc motivating starting points for language learning and language using activities.

Clcarly, this, somehow, relegatcs standard, balanced and representative corpora, such as
the Brown corpus of American English (Ku€era and Francis 1967), the Lancaster-Oslo-Bergen
(LOB) corpus of British texts (Johansson 1980). or other major corpora such as the British
National Corpus (BNC) (Burnard 1995), a 100 million word represcntative corpus of
contcniporary British written and spoken texts, or tlie Bank of English at Birmingham University
(Sinclair 1991), for language learning purposes. Tribble (1997) points towards non-standard
corpora for DDL and draws his attention to multimcdia encyclopaedia, such as Microsoft
Encarta®, among others. The latest version of Microsoft Encarta® contains more than 30,000
articles, between 200 and 5000 words, which count for a total of roughly 30 million words,
covcring diflerent domains and topics, such asart, geography, history, language, life science.
literature. philosophy, physical science, religion, social science, sports, etc. The data provided
by this multimedia encyclopaedia virtually contain enough tcxts which niost students in niost
languagc classcswill find interesting and informative. In addition, with thisconiprehcnsive range
of topics and texts. it isnot difticult to sclect ad hoc texts. focussing on students particular needs
and motivations.
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lntegrating Corpus-based Resources and Natural Language Processing Tools into CALL 133

Of course, our aim here is not to advertise any particular multimedia encyclopaedia but
much more to cncouragc language students and teachersto use the vast range of language texts,
corpora or data, in gencral, wliich is available in electronic form, in CD-ROMs and/or Internet,
rather than urging them to construct their our comprchensive and representative corpora.

II. A WOKD ON EXISTING DDL-SOFTWARE

In this scction, wc shall review the niain softwarc applications used among DDL practitioners:
(1) commercially availablc concordance progranisand (2) Tim Johns® Context. In addition. we
didl also presentaSpanish vocabulary learning niultiniedia application. Practica tu Vocabulario
(Sanchez and Cantos 2000), wliichis bascd on tlie clectronic dictionary nietaphor and DDL-like

learning/acquisition stratcgics.

11.1. Concondancers

Concordancers are text processing tools for looking at how words behave in texts. These tools
allow you to find out how wordsare uscd in texts. Among the facilities. all concordancersallow
you at lcast":

To list all the words or word-clusters in atext. set out in aphabetical or frequcncy order.
To scc any word or phrase in context (concordances), so that you can see what sort of
company it keeps.

This text processing tool is gencrally uscd for lexicographic work, for preparing dictionaries. and
by rescarchers investigating language pattcrns.

Tim Johns has compiled nunierous cxercise cxaniples on his web page® using standard
concordancing tools. The classroom materials that follow are extracts from his website and are
acollection some participants” work of tlie Usti nad Labem DDL Workshop (21st - 25th March
2000):
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134 Pascual Cantos-Gomez

About and On

How do wc use tlic prepositioiis ABOUT aiid ON? Which oric is uscd iiiore often? Which oiic tends to be used
in acadciiiic texts? In wliicli cases is tlierc tlic occurciice of orily onc oftliem?

Book
t bz osent a Britisn Medical Association book about @ potential risk to numan health pe
7 =ra: market. ‘We published o coffee-table bock about ant behaviour called The Ancc, which
unds sterling 16 95 Publicised 0S a book about the terrible fate awaiting humanity f
4 in life. This 1s yet another 'gee-whizz” book about forensic science, this time based un
5 title intrigued me: at last, I cthought. a book about the personal relaticnships that scien

21 een everareen. I remember buying my first hook on planets (by Patrick Moore} hack in the 1
22 ds. How things have changed. A good book on the planets has always needed to he up-
2% fghanisran, so how did he come to write a book on Murdock? Was his choice dicrated by the
24 aos 1'm keeping that for myself. It's a hook on kilims - geometrically-patterned rugs fr
25 1 {HarperCollins, 1999), and is writing a hook on the future of US nacional security polic

(by Kvita Rychtarova)

'Great', 'Big', 'Large’, '"Huge' and their Collocations

Task | - ‘Great' aiid itscollocations

Tiy to spot what tlic typical cascs of 'grcat’ and its collocationsarc on tlic basis of tlic following examples.
1.
wWhether recent discoveries in the Great Pyramid of Cheops have anything to do

icated to rascoring Al-Andalus and its Great Mosgue to their former fhith
king themselves comforrable. And the great London clubs, with their roaring coal fires

narratives of Les Miserables and Great Expectations. Whiit could be more comical
she agreed to make o« Film in the Great Journey series, the theme of which was

Task 3- *Great’ aiid missing nouns
Try to predict tlic words which are iriissiiig.

1. Falstaff who has been lured into Windsor Great with antlers on his head
¢ Benazzi is une of Europe’s great , like Rodber an all-round

3, whit had become known as Great The Times, the paily Mail and

4. In 1679 Frederick 11 tha Great, of Prussia

5. the world was dominated by tha great European and. since the 1850s,

{Park, players, Race, King, Empires)

(by Sarka Canova and Jarka Ivanova)
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Adjectives ending in -ic, -ical

1. Look carctully at tlic following citations, What difference in tiemeaning of the adjectives classic/classical can
you spot?

And when Sinatra was making his classic albums for Capitol in rhe 1950s Songs For Swinging - - -
Granophone. the classical nusic magazine. has not witten about Ser single or her al bum

I1. how fill in tlic blanks with nppropriatc adjectives.

1. 1 remember listening to all the Mbt own nusi ¢ and t he Phi | adel phi a soul stuff.
2. Once it became clear that she could not continue through the next two acts, Deane deci ded
to replace hoth dancers. as in bal | et one partner may not be physically suited
to perform with a stand-in.

3. ... we always dine at cafe Des Arts. A bi stro, run by a consortiumof charm ng

ladies, stylish. innovative food.

4. The area where the dirt collects is transparent. all our detritus is paraded on the outside,

turning the desi gn inside out. Way do we need to see it?

5. ... arctiitect Kichard Norman shaw, capable of turning out gathic, Queen Anne and strict
desi gns, made a valuable contributionto the Arts and Crafts novenent.

(by Zuzana Saffkova and Vladislav Smolka)

11.2. Ready-made DDL-software: Context

Probably one of tlie hest known and miost used DDL-software is Context’. This program
encouragcs language learner to investigate how words are used in context in English. and is
designcd to supplement classes. It is based on short contexts (extracted from thc database by
mcans of tliecomputer prograni MicroConcord)yillustrating the use of important key itemsfrom
a database of over 3 million words of text in English.

The program starts offering tlie user a list of headings: Top Menuy (parts-of-speech and
topics; sce Figure 1).1n addition, it is also possible to view a more detailed index of all the
keywords available to the prograni, together with the names of the files in which each key word
is storcd and 1o seleet a file of contexts (by kcywords defined by parts-of-speech, keywords
delined by topic or morphemes —prefixes or suffixes; Figure 2). Oncethe user hasselected the
file of context. the prograni displays the list of key items in the bottom of the screen (among
other facilitics) in order to invcstigate the set of contexts for any particular key item (Figure 3).
The Quiz Screen challenges students to guess what the miissing keyword is (Figures 4 and 3).
After students liave finished tlic Quiz, they can see an analysis of their performance.
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5 CONTEXTS

Top Menu
fAdjectives - 1 Verbs
fidjectives - 2 Verbs
Adjectives - 3 Verbs -
| VYerbs -
_fAdverbs Verbs
| Body Parts
| Food & Drink
In the House
Living Creatures
Nouns - 1
Nouns
Nouns
Nouns
Nouns
Nouns - 6
Prefixes
Prepositions
Science Papers
Suffixes
Verbs - 1

Use ¥ & and ENTER to Select Guide Index Esc to Quit

Pascual Cantos wpd Docurnento2 l\ABQ Inseiar Pég 310 Ln 16.88cm Pos 2 5¢
Hnicio| w3 4K 7 HReprodut | B wadbete | yEwioend_[[BECANTE..  *B3Ea4 238 R Q@OBAS 1345
Figure 1. Top Menu

'A CONTEXTS

Prefixes
ability Nouns ~ 3
~ability Suffixes 5
able Adjectives - 1 )
-able Suffixes address 3
about Prepositions adjust 6
above Prepositions adopt 2
absolute Adjectives - & advantage 2
accent Nouns - 5 advice 3
accept Verbs - 3 advise S
accident Nouns - 2 affect Verbs ~ 2
account Nouns - 2 afford Verbs - 2
accurate RAdjectives ~ 3 afraid fAdjectives - 3
achieve Verbs - 4 af ter Prepositions
acquire Verbs - 2 again Adverbs
across Prepositions Prepositions
act Nouns - 2 Nouns - 1
act Verbs ~ 3 Nouns - &
action Nouns - 2 fidverbs
active fdjectives -~ 2 Verbs - 1
activit Science Papers > Nouns ~ 2
Press Py Un for Next Page - Esc to quit
|| 1
Pascual Canto: wpd 1NABE  (nsertar Pag 310 Ln 15.48¢m Pos 2.5¢
iﬁlnicﬂ 57 " JRepodut | K WordPerte | jexoand [[@conTe.. 1BOeN BRI & Sr®bdry 1720

Figure 2. Indexed-data Window
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. Ninety independent scientists who advise the agency part- tlme are lliied alor
However, a doclor may be slower o advise giving unboiled pasteurized milk if ¢
has the statutory responsibility to advise the government on radiation hazards,
about 1t? What health food experts advise you to eal is compost-grown vegetable
licials meet regularly with banks to advise them on lending to technology-based ¢
‘o help flrms to pay consultants who advise them on robot applications. Britain’s
waking for 2 a.m. feedings, I would advise against letting them sleep through ti

sher. Your local hardware shop will advise on the right type and size. To change
garet Thatcher appointed a panel to advise her government on all matters relatir
‘new he was no Pavarotti. T wouldn't advise hin to hang up his boots just yet. Re

confirm exclude miss ride
convey exert point shrink
count exploit propose solve
create gain pursue split
Ccross hang react spread
destroy ignore recognise throuw
differ involve refer touch
divide remove undergo

challenge earn resist waste

confer imit respond jeld

< » ¥ 4 chooses item Hark/unmark Quiz Top menu

i P

Parcual Cantos wpd Documento? ABE  Insena Pag 311 Ln 345cm Pos 2.54¢

Hinicio| 5 %3 AR » IReproduct. | Kl woPste i RO A DO 728

Figure 3. Concordance-data Window

MICONTE...

e U ml B @[F Al

[ Press L for another context! ]
Help Guess the answer finother Context
Pascual Cantos wpd Degumento? MAB&  Insertar Pag 312Ln 3 4%cm Pas 2.54¢
ricio] 2 *1 A > IRepoduct | R woete | Sybmoend [[ECONTE . 1B305E BRAQ & @M 1735

Figurc J. Quiz Window (1)
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depende e 0 ad e e age pa me are ed 810

Look carefully at these contexts of adulse before:you contlnue,
Can you find. any words-which seemito be: ‘close friends” of. advise™?
Are there any-special meanings of."advise'?

Hext question Quit the exercise
i ¥
L) |
Patcual Cantos.wpd Documenio2 [NAB & Insertar P4g 312 Ln 14.3cm Pos 2.54¢
Finicio] & X1 AR » IRemotuct. | R Wobete..| ) Exploand.. |[HECONTE . BRI BIEEO & BORAY, 173

Figure 5. Quiz Window (2)

11.3. Using Electronic Dictionary Facilities for DDL

Succinetly, eclectronic dictionaries are commercial derived products of standard paper
dictionaries. The main differences between paper and electronic dictionaries is that in the latter
you can find words immcdiately, even if you are unsure of the exact spelling. They can also be
run as a stand-alone program and can be used in conjunction with most word-processing
soltware; you can browse through entries, view adjacent entries, or travel swiftly between entries.
In addition, some electronic dictionaries keep track of your searches so that you can very easily
return to words you havc previously looked up. You can also print extracts or definitions and
copy them to the clipboard. Electronic dictionaries can be monolingual, bilingual or multilingual
(Figures 6 and 7).
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4
\o»,:r‘.lmg-ic'hcu i bouch g bubding ¢ % dvisicn
“ wrford
7
3 ¢ zolleg the Stock
G iilcling W her~ hie mear' ¢ (the Tlouse; 1
Hou\e of Fepresemanves
iv n 2 theatrs 1 cinarna (fecord Row starts a2 9
o

of wine)

Hinicio| 3 % A JRep [ Kiwor |_iyerd | Wiuse. [[10%. @0k, B BEORRVEE 1

Figiire 6. Example o fa monolingual electronic dictionary
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found | 1| house 1
hourut 2 -
;::::.l wetaoth teheck) hnuae‘l haus/ s ip/housea / "hauzez / 9
) 3 Iwon’t have that dog in the house : i £ come
hourghass
houri auound to my house at8ix < ... 4 vk the party’s almyhnuse AT e
hourly 1 the man/lady nrthe hauu RRE T S he'- useless
" around the house - « . . thehouﬂenfcod v ie -si: ahaouse
divided - " ta move house (BrE)
e 2 ek is 4 tuplz)houae . < s @ house af
houge 3 cards s s Nsafe as houses (BrE) : :: « e v v =it iU’ 28 safe as
houses i R S N pan g - to clean house (AmE) .: .1

hoase agent
Garye Loranetoaw o

housr arrest S
ro eet 3b our af house apd borme

houseboat o
housebound get a.lunghke a house atire 0 (BrE) an fire (colloq)
houseboy b 2 we're getting on like 3 huuae aﬂn
housecbreak . g w0 ro kezp house v iror ro
housebreaker *“P opeo hovse e B it's always open house at the
housebanken Brovwms’ . E R . BTG gt i ro put cae’s (oorn)
house call house ip ardes (or= - exQ) i tor. g
hauseclean ro ser up house e o2 (before v) house prices fa feadul
housecleaning ) it © .. . you'l) wake the whoie house PR XU
hd ¢ Foranres the House of Windsor R SRR -
Readv UM

R R | Rowop | 3jEmi | BIUsk lgouo..  “Be3eid BEAQR RO 1757

Figiire 7. Example o f a bilingual dictionary
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Based on the ¢electronic dictionary metaphor, Sdnchezand Cantos’ designed aDDL -like software:
Practica ti Vocabulario (PTV). PTV is a Spanish lexicon learning software, containing the 4500
most {requent types occurring in the CUMBRE Coipus —& linguistic corpus of contemporary
Spanish (Sanchez et al. 1995). All 4500 itenis:

Arc translated into English, French, German, Portugueseand Italian. By just clicking on
the desircd flag. students will get thc words translated in that language. However.
students might change translation language any time at will (Figure §&).

Can bc accessed. using standard clectronic search facilities: term search, window scroll
or thumb indcx (Figure 9).

. Are illustrated with a rcal example —full concordance sentence, extracted from the
CUMBRE Corpus (Figure 10).
. Arc rccorded and can be heard by the students.

Figure 8. Language Selection Window
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Teclear palabra;

al el elofuluf nf

Lista de pralobras
madera
madre
madrugaba
madrugar
madura
maduro
maesio
magnihica
+mr{ magnifico
gall majisimo
o mal
mala
el malara

Tradargdrn,

Figure 9. Search Facilities

algo
@lgodon
alguien
algon
alguna
algunas
alguno

A

i RS

Vearkecion:

carpel

Figure 10. Visualising Concordance-sentence and Translatcd Term
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The option Ejercicios offers three types of exercises:

Listen, repeat, record and check your pronunciation. On selecting thisexercise. students
will choose tlie nuniber of words they wish to work with by clicking on the button with
the number of examples which will, at random, be the basis of the exercise. Next, the
random-sclected words will appear. and by clicking on the loudspeaker icon, tlie blue-
highlighted word can be heard. Finally. studentsclick on the microphoneicon and record
tlie highlighted word. A click on tlie right loudspeaker reproduces the mode! recording
followed by tliestudent’s recording and the student can contrast both outputs (Figure 11).
Listen and write. This is aword dictation practice; students will hear randomly chosen
words and will have to write them correctly. The program allows three guesses before
displaying thc correct spelling. To facilitate the writing of Spanish diacritics, PTV
provides them on a small table below tlietext-entry window (Figure 12).

Read in your lunguage and translare into Spanish. Here tlie program displays randomly
selected wordsin the target languagechosen and studentshave to write the translation for
cach word into Spanish (Figure 13).

. »: . 17
%
i,
—
Miadabekd de Frarcicin i AR EN .
L Y® reir 4

1. Escucha, repite, recuperarme
graba y comprueba v |} vamonos
pronunciacion intensidad

Ejercicios

2. Escucha y
escribe

3. Lee en luidiomay

traduce al espafiol
Siguiente >>

*e

<< Salir

Figure 11. Excrcise Type |: Listen, Repeat, Record and Check your Pronunciation
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sfeiy tad v i

1. Escucha, repile,
graba y comprueb

pronunciacidn

2 Escuchay
escithe

3 Lee en tuidiomay
lraduce al espafiol

Relery air ol ngrnc e
hg

Premuras
*$ olreceran

?

?

2

A

"/’ e
Respuesty
!

<< Salir

Siguiente »>

Figure 12. Exercise Type 2: Listen and Write

Wl e Eiaraicie

1. Escucha. repite.
grabay comprueba tu
pronunciacién

2 Escuchay
escribe

3 Lee on tuidioma y
traduce al espafiol

Praountg

® business
rgpresentative
rhaumatism

years

e

a|e,z|o|ulﬂjr’\|

Siguiente >>

Figure 13. Exercise Type 3: Read in your Language and Translate into Spanish
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On conipletion of each cxcrcise or at the end of a working session, students may consult his/her
liitsor failures by clicking on the Resultados tab on tlie right of the agenda.

II. INTEGKATING DDL ANU LANGUAGE TECHNOLOGZES

In rccent ycars, a ncw term has becn coined by the CALL community: Human Lunguage
Technologies (HLT). Thistcrni embraces a widerange of research and development areas within
the arca of Language Engineering or Language Teclinologics.

The ficld of human laiiguagc tcclinology covers a broad range of activities with thc eventual goal ot
cnabling pcoplc to coinrnunicate witli machines using natural coininunication skills. Rescarch and
devclopiiiciit activities includc tlie coding, recognition. interprctation, translation. and geiieration of
laiiguagc. ... Advaiiccs in human language tcclinology offertlie prorniseofnearly universal accessto on-line
information aiid scrviccs. Since almost evcryonc speaks and iindcrstaiids a language, tlie dcveloprnerit o f
spoken language systciris will allow tlie average pcrson to intcract with coniputers witliout special skills or
training. using coininoii deviccs such as tlie tcleplrone. These systerns will coinbine spoken language

oii virtually any topic. to coiiduct business aiid to coininuiiicatc with each otlier niorc ettfectively. (Cole
1996)

111.1. Some HLT tools®

There arc many HLT tools that have beconie commercial systems. Among those systems,
probably tlietwo arcasthat have focused niost commercial and scientific motivation are Machine
Translation (MI") and Specch Recognition (SR). Particularly interesting here is the possible
application domain of MT and SR to CALL and moregenerally, language teaching and learning,
and other HL'T" tools. Intcresting in this respect are part-of-speech (POS) taggers and syntactic
parsers. These two Natural Language Processing (NLP) tools might help teachers and learners
to prcprocess texts and highlight ccrtain grammatical phenomena or patterns witliout thetrouble
of having to manually annotate a text.

In the following scctions, we shall introduce some HLT applications and try to highlight
their interest Sor language tcacliersand learners, in general, and also for non-HL T initiated CALL
practitioncrs.
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I11.1. Machine Translation®

Froiii tlic earliest days, MT has been bedevilled by grandiose claims and exaggerated
expectatioiis. In prcsent day. liowever. tlie term M T is generally the standard for computerised
systcnis responsible Sor tlic production of translations froni one natural language into another,
with or without human assistance.

Although tlie ideal may beto produce high-quality translations, in practice the output of
niost M T systcnisis revised and edited. In this respect, M T output does not differ much from the
output of niost liunian translators which is normally revised by other translators before
dissemination. M T output may also serve as rough or raw translations.

Whileiiiany of thc coniniercially available MT packages may be useful for extracting the
gist of atext tlicy should not be secn as a serious replacement for the human translator. Most
iiiacliiiic translations are not that bad, tlicy are half-intelligible, letting you know whether a text
is worth having translated properly aiid therc aremany situations wheretheability of M T systems
to produce reliable, if less than perfect, translations at high speed are valuable. Even where the
quality is lowcr, it is olten easier and cheaper to revise 'draft quality’ M T output than translate
it entircly by hand. The translation quality of MT systems depends mainly on restrictions of the
translation doniain, linguistic arcliitecture and coniponents.

Imposing restrictions on the input such as(a) limiting thetextsto particular sublanguages
of document type aiid subject tield and/or (b) controlling the language (reducing anibiguities,
colloquial cxpressions. cte.), may iniprove translation quality.

Regarding MT arcliitecture, tlie first MT systenis are generally referred to as liaving a
dircct traiislation approach. ‘Uhe niain idea beliind this architecture is that source language
scntences caii betransformed into target language sentences by shallow analysing the source text,
replacing source words with tlieir target language equivalents as specified in a bilingual
dictionary. aiid then rouglily re-arranging tlieir order to suit the rules of the target language. The
sccond basic type is tlic interlingua approach. This type assumes the possibility of converting
texts to aid from meaning representations coninion to more than one language. Translations
consist of two stages or phases: (1) {rom the source language to the interlinguaand (2) from the
interlingua to tlietarget language. The third type of MT systcnis, the transfer approach, involves
three stages: (1) converting source texts into intcrniediate representations in which ambiguities
have beeli resolved irrespectively of any otlier language, (2) converting these into equivalent
representations Of the target language. and (3) generating the target texts (translations).

Saiiic other MI" systenis rely less on the approaches mentioned above. Example-based
iiiacliiiic traiidlation. for instancc, does not cmploy mapping between languages but instead
matches stored translation examples against each other using a bilingual corpus of translation
pairs (Nagao 1984). An even iiorc radical approacli to MT is the statistical approach (Brown et
al. 1993) which rcquircstlie use of large bilingual corpora which serve asinput for a statistical
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translation modcl.

Regarding languageteaching, M T systemscan beeasily and efficiently integrated into the

learning process. Some potential applications are’:

. Translating full texts or paragraplis. Student can tratislate and then read the textsin their
own language. extracting the gist without teacher intervention (Figure /4). Inmost M T
systenis, users can translate sentences automatically or interactively. Automatic
translation proceeds autonomously. without the intervention of tlie user. whereas in
interactive translation. the user can intervene in the translation process and choose the
best word whencver more than one translation is possible.

. Translating sentence-by-sentencc and print the source and target texts in a line-by-line
format. This layout can be useful for comparing the original and translated text. This
allows studetits to explore for equival ents between the source and target language, look
to crroncous translations/false friends and assist in their own translations. (Table 1).

. Studying or writing in a foreign languagc.

. Looking up words (diciionary) and their inflections (Spanish grammar) (Figure /5).

+& MictoT ac Spanish Assistant i
Fis Edt Tools Seach Format Trantlste Qotions Window Help

eSles] 1] [ 4]« ] = [ > [

*% Tranzlation Project [Untitied)

The use of concardancing in iterature and linguistic analy5|s is nothmg new. It

started wall before computers existed Tribbie and Jones (1990) trace the history of
concordancing from the 13th century, when Hugo de San Charo enlisted 500
monks in praducing a complete concordanre of the Latin Bible Thatis akind of
reterence work designed to assist in tlie exegesis of tlie Bible consisting of all
accurrences of terms nanies etc  that were felt to he significant and presented
thesa terins in a way that would help the researrher

T

Eluso de [concordancing] en kiteratura y andlisis lingilistico son nada nuevo
Comenzdbien computadtras anteriores existieron Tribble y Jones (1990) rastro
la historia de [concordancing] del 13th siglo. cuando Hugo que [de] San Charo,
alisto 500 rrioryes en producir una [coricordance] completo de la Biblia latina Ese
esta. un género da ratarenria trabaja disefio asistir en el exég2sis de la Biblia,
corista de todo ocurrencias de terminos, nombres, etc , se enfisltro estar
sigruficante ese. y preserito estos lerminos en cieno modo ese ayudaria el
investigador

| blFe¢

ol |

g

:,3|mc.o| S AR B WodPetect §- |C\Mis do | LaMicroT ac Spanish As...

B BIEA E QeobAds 1o

Figure 14. Autoinntic Text Translation (English-Spanish)
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j %]

Tlic use of coiicordanciiig in literature and linguistic analysis is nothing riew.
El uso de [coiicordancing] en litcratura y andlisis lingtiistico son nada nuevo.
It staitcd well bcfore coinputers cxisted.

Comenzd bien cornputadoras anteriores existieron.

Tribble aiid Joiies (1990) trace tlie history ofconcordancing froni thc 13th century,
when Hugo dc San Charo enlistcd 500 monks in producing a complete coricordance o f
the Latin Biblc.

Tribble y Joiies (1990) rastro la liistoria de [concordancing] del 13th siglo, cuando
Hugo que {dc] San Cliaro alist6 500 inonjcs en producir una [concordance]} completo
dc la Biblia latina.

That is. akiiid of refcrcnce work designed to assist iii tlic exegesis o f tlie Biblc,
coiisistiiig o f all occurreiiccs oftcriiis. naiiies. etc., tliat were felt to be significant, and
presented these teriiis in a way tliat would help tlie researclicr.

[se esta. un género de referencia trabaja disefié asistir en el exégesis de |a Biblia.
coiista dc todo ocurrciicias de térrriirios, nombres, etc.. se entieltré estar significante
ése, y presciitd estos términos en cierto modo ése ayudaria el irivestigador.

o+ MicioT ac Spanish Assisiant - [Spanish Woid Inflections}
i fle Edt Iools Qplions Wrdow Helo

g3 <\ || 7

Table 1. Line-by-line Printed Translation

S ]

< >] Search Lgnpy —L Help Cancel

Present querer
Preterite

erb]
Imperfect D{W'»J””

Conditional

Preseat Subjunclive ye querré
zasl SI:bFl;urr\icli\{c th querras
P:ilseer?le l:er:;cl é quetra
past Perfect nosatios querremos
Future Periect vosolros querréis
Conditional Perfect ellos querrén

Present Perf. Subj.
Past Pert. Subj.
Imperalive

baomme .
Rinicio| & 1 A K ? K WodPelects- J DiMicioTac 5p.. @ lenguagepssist..| ¥305E BIGIER & Q@OEFL 203

9 0 queriendo

el

Figure 15. Intlection Look-up
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I11.1.2. Part-of-Speech Tagging

Word frequency lists derived by computers from corpora have clear shortcomings. These
computer counts and sorting of word forms somehow bury or distort important facts about the
language: variant inflected forms of nouns and verbs especially would be treated as entirely
different word types. For example, be, am, are, is, was and were would be accounted for
complctely dillcrent linguistic items. Similarly, the frequency count of the number of occurrences
of the word form /ight in a corpus would include the noun, verb, adjective and adverb.

Because manual annotation of each word token with its parts-of-speech (POS) in the
corpus would be too expensive, the solution adopted has been to design computer programs,
known as POS-faggers, to annotate automatically every word in the corpus with a fag to show
the POS it belongs in context.

TAGGIT® was the first computer program designed and implemented to annotate a major
corpus and assigned 87 tags to the word forms in a corpus. Subsequent developments in POS-
taggers found nceessary to expand the tagset and to modify the rule-based approach of TAGGIT.

Other tagging systems, such as CLAWS’, arc bascd on probabilistic principles and are
remarkably robust. In particular, CLAWS uses 133 basic word and punctuation tags and gets a
minor crror margin of just 3-4%.

Another extension of automatic POS-tagging is the combination of rules and stochastic
or probabilistic principles. This is found in ¢TiKeT@". Actually, this HLT tool is not a tagger
but a tagger-generator. It has not been designed for any specific language but, in principle, for
any language. It starts from scratch: with an empty lexicon (data base), without any linguistic
information (rules) nor probabilistic data and uses just 14 tags (7uble 2). The user’s task is to
train or “tcach™ it for the language desired. All sessions are stored and the manual tagging is
compared with the system’s performance (Tables 3a, 3b and 4). Once a satisfactory success rate
has been achieved, the system can be left to perform automatically without human intervention.

To spced up the initial human tagging phase, the user can alternativcely feed the system’s
lexicon with stoplist items. That is, high-frequent non-ambiguous types, mostly close-class items,
such as pronouns, prepositions, conjunctions, articles, auxiliary and modal verbs, ete.

The program tags on a sentence-by-sentence basis and outputs the results either in a
databasc mode (Figure 16) or as running ASCII text with the tags attached to the tokens in the
text (ligure 17). Additionally, the user can also consult the patterns and statistics the system has
inferred so far (Figure 18).
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) POS Abbreviation
0 Noun N
1 Verb (lexical) \Y
2 Verb (aux) Aux
3 Verb (modal) Mod
4 Adijective Adj
5 Adverb Adv
6 Preposition Pre
7 Particle Par
8 Conjunction Con
9 Interjection Int
10 Determiner Det
11 Pronoun Pro
12 Punctuation Pun
13 Other Oth
Table 2. Tag-set of eTiKeTia)
\SessionCode1 FileCode | CorrectGuess WrongGuess LeftContext | RightContext
‘ 2 2 2 2 3 3
3 3 3 1 3 3
4 4 5 0 3 3
5 5 6 1 3 3
6 6 6 1 3 3
7 7 2187 1407 3 3
8 10 63 50 3 3
Tablc 3a. Intormation oii Sessioii Perforiiiance aiid POS-Disaiiibiguation Context selected
r TaglLastWord Date FinishedSession| JustWords Language
| 0| 2001-04-19 14:51:09.36 YES NO 0
L 0| 2001-04-19 14:52:35.21 YES NO 0
\ 0] 2001-04-19 14:54.:48.02 YES NO 0
0] 2001-04-19 14:57:17.85 YES NO 0
0| 2001-04-19 14:58:53.97 YES NO 0
2| 2001-05-10 15:25:29.61 YES NO 0
6 2002-04-25 10:20:48.49 YES NO 5]
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Word POS Frequency SessionCode | CorrectGuess Language
a 0 62 0 YES 0
about 6 17 7 YES 0
above 6 1 0 YES 0
accept 1 1 7 NO 0
acceptable 4 1 7 NO ]
achieve 1 1 7 NO 0
achieved 1 1 7 NO 0
achieves 1 1 7 NO 0
achieving 1 1 7 NO 0
across 6 1 7 YES 0
actual 4 3 7 YES 0
additional 4 2 7 NO 0
address 0 1 7 NO 0
address 1 2 7 NO 0
addressed 1 1 7 NO 0
administration 0 2 7 NO 0
admiral 0 1 7 NO 0
advance 1 2 7 NO 0
affect 1 1 7 NO 0
after 5 1 7 YES 0

Table 4. Data Basc Extract (Types. Tag. Frequency. Session. First-Tiine Guessing of the Type and Language)

Hawever, actual dislillery name does nat have to be identified on the label for a whisky to be called a single malt

Word Calegory
However Conjunction
. Puntuaclion{comma)
the Determiner
aclual Adjective
distillery Noun
name MNoun
does Verb {aux}
nat Adverb
have Verb (lexical)
1o Particle
be Verb (aux)
dentified veib (lexical)
on Preposition
the Determiner
labet MNoun
for Preposiion
a Determiner
whigky Noun
&) Particle
he Verb (aux)
called Verb (lexical)
a Determiner
single Adjeclive
malt Houn
Puncluation(Full Stop)
;;ﬂlnicin|

the
New Category Determiner v

Change

Wword

Cancel

Sentence Tagyed

Figure 16. eTiKeTta) (Data Basc Layout)
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Atchive Edcidn Ver Insettar Foimato  Ayuda
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Blended(Adj)

[CR/LF]

However{Con)
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Halt [N} whisky(N) ,[Pun(comma}] Grain[N] whasky[N] and(Con) Blended[hd)] whisKy[N) [Pun(Full Stor
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These[Det} are[N] the[Det] products[N] of(Pre) individual[Ad)] malc[N] whisky{N)] distilleries[N]

For[Pre) example(N] ,[Pun{conma)] Aberlour(N] ,[Pun(comma)] Edradour(N] ,[Pun(cormmaj} Laphroaig[N]

vhisky[N] is[Aux) a(Det] conbination[N] of[Pre] Malt[N) whisky(N] and[Con] Grain[N]
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Figure 17. ¢TiKeTta) (ASCII Layout)

vista Hoja de datos

A Inicio |

E-Oa8Rv I UH A DE- @.
| | PatronCode Numante Anteriores Numpost | Posteriaores Cateyoria_| Apariciones | SesionCode [ «
id 1 1-2 32100 5 1 8
] 2 2-25 31006 2 1 8
] 3 3252 3064 10 1 8
4 35210 3640 0 1 8
N 5 32100 3402 6 1 g
6 31006 30-2-2 4 2 8
7 3064 2222 o 2 8
8 12 3010 o 1 8
B 9 2-20 3-100 o 1 [
10 300-t 3084 o 1 8
_H_ 11 30410 3840 o} 1 8
12 34100 340-2 8 1 8
q 13 3008 30-2-2 4 1 e
14 3084 222 o 1 8
n 5 ) 3021 0 2 8
16 220 3215 o 1 8
B 17 3.200 3156 2 1 8
] 18 3002 35613 1 1 8
| 19 3021 36134 5 1 8
] 20 3215 31340 6 1 8
2 3156 340.2 13 1 e
22 35613 30-2.2 4 1 8
3 36134 222 o) 1 8
24 220 3216 o 1 8
2% 3-200 31610 2 1 8 ~|
Registro: 1¢| | T (vi]re] de 110 ] o

e @t Bw | e @er [@r. i

UM

M54 2% E B0 0 & B0 A 102 am.

Figure 18. Information on Inferred Patterns and Statistics
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Figure 19. TL-Tug (POS-Tagger and Lemmatizer)

H1.1.3. Lemmatisation

The distinction between words (tokens), the word forms (types) and bese forms (lemmas) is
important. Consider the following word sequence: plays, playing, played, play, plays, play,
playing, played and played, where we have nine words (tokens), four word forms (types)and one
lemma, namely play. As mentioned above, standard concordancers would process inflected forms
(tokens) of the sanre base form (lemma) as different woud forms (types). A way of dealing with
this and other potential problems (see POS-section), which gen seriously affect the counting of
linguistic items, is to classify together all the identical or related forms of a word under a
common headword: lemmatisation; just as in g dictionary where the various morphological
inflected and derived forms of 3 word are listed under 3 single entry. In order to handle the
complexities of morphology, including irregularities, lemmatisers typically employ two different
but combined processes: (1) gase-b7-0ase method to deal with irregularities, by means of rules;
for example, betrerand best are listed and counted under the headword good; (2) affix stripping
method; if a word form is not listed under any headword (0ase-b-0sse method), then 8 number
of affix stripping rules afe apllied; for example, the plural suffix -s is taken off the word form
cars, outputting the base form car. Finally, if a word form does not appearas part of the affix rule
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system, or is not listed as a specific exception, then the word is listed as a lemma in the same

form in which it appears in the text. The lemmatisation process is normally performed

automatically as part of the POS-process, producing enlarged tagged data lists: token, tag and

lemma and grammatical information (gender, number, tense, etc.), i.e. TL-Tag" (Fi igure 19).

A useful CALL application based on the lemmatisation process is Verbos Espafioles

Conjugados'* (VEC). VEC has been designed to assist students in the correct use and spelling of

Spanish verbs. It can be used as a stand alone program or run parallel as a grammatical help tool,;

the student just needs to write any Spanish verb form and VEC feeds back with full information

on tense, mood. person and number (Figures 20 and 21).

Figure 20. Student’s Query
i " =loix
ULy :J

Indizanys, sondicienat smple, 1 perscnay susgular - ladicakvo, sondicional senple, 3 persony singular

Simples

Comerse
Comiéndose
Comudo

Fiesente
I Como

Freténto woperleste
1 Comia

A aminn

Buscas infinitivo o foima votbal

oip

[uu:aj |cnmelii

Haherse comdd
Habiéndose comido

Bratéuto idefinids
1 Comi 1 Comeré
Yt nmintn

Foturs mqpesf2oio

3 Nmneia

Condisiont) sumsple

S

@, condictonal simple, 1 persona smgalar- Indicstive, condictonal sxmple, 3 persona smguilar

Sunples
Cormer
Comiendo
Comdo

Presente

Coitphesles
Haber comide
Habiendo comudo

Fretento imperfete Pretésite indelinids Futwo inpafecto Condizons) smpit
1 Como 1 Comis 1Comi 1 Comeré
Y M VS mmmlan N mmnb e D Cmimavia D meana =z
Rl o

Rlnicio| 2 =31 47 K »

HRepro.. | B wod. | 3ybwke.. | ECTAL. [[verb.. B30 8IR & Q@BRsI 115

Figure 21. Full Verb Information
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A much more interesting and challenging application is Tagcorder'. Tagcorder hasbeen
implemented to allow complex searcheswithin the CUMBRECor pus (Sanchez et al. 1995) and
takes full advantagc of tagged and lemmatised data. Userscan invariably look for terminal nodes
(types; Figure 22). non-terminal nodes (POS-tags; Figure 23) with any additional tagged
grammatical information (number, person, mood, tense, etc.), base forms (lemmas; Figure 24)
and/or any combinations oftypes. POS-tagsand lemmas; Figures25and 26). The program itself
is very interactive and flcxiblcin its search procedure and extremely fast asit works with pre-

indexed text.

W Lexicon - Frases) - =laixd
f Ficheo Edtar Qpciones Yer Yertana Auda =12] x|
* X 4 H &8 9
Paisbras EEEEO30102
[aeC Felipe Gonzalez ha dado asila razén a ABT, que desde hace varios afios
‘ABANDUNO T propone que una misma persona no pueda estar mas de ocho afios en la
ABARCARA 2 |presidencia del Gobierno
ABATIMIENTO 17
ABIERTA 1
ABIERTO 2
ABOCAR 1
ABOGA 1
ABOGADD 4
|4BOND 1
£4BORTOS 1
ABRE 1
ABRIGAR e
Qpetacidn: -
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Figure 22. Type Search "ABC"
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111.1.4. Parsing

Parsing involvcs tlie procedure of bringing basic morphosyntactic categories into high-level
syntactic relationships with onc anotlicr. Thisis probably the most commonly encountered form
of corpus annotation aftcr POS tagging. Parsed corpora are sometimes known as /reebanks.

Tlicrc arc rules governing tlie way in which words can be put together to form
syntactically well-formed or grammatical sentcnces: the study of syntax aimsto discover them
and to describe and analyse language in terms of these rulcs. Consider the sentence A dog chased
that girl, where we lind the samc pattcrn of constituents before and after the verb. that is
determiner + noun. These two words also appear to be belong togcther more closely than say the
noun dog and tlie verb chased. Anotlier way of illustrating that these words belong together is
togivctliegir/ and the doga name —names of specific items such asindividual people, animals,
places and so on called proper nouns—, and we get, for example Henry chased Carol.

[t seems clear that natural languages or human languagcs have a role of constituent
structure. A sentence isnot just amere string of words. The wordsare groupcd into phrases, each
of which consistsof ashort phrasc. Many of tlie important properties of |anguages are organised
around constituent structurc. Constituent structures(a) group wordsinto constitucntssuch asrhe
riog and into the garden; (b) give names to the constituents, such as noun phrase and
prepositional phrase. In turn. constitucnt structures are sanctioned or gencrated by rulcs, known
as phrase-structure rules of this type:

S NP VP

NP — N

VI =V

where Sstands for scntence. N' for noun phrasc, VP for verb phrase. N for noun and Vfor verb.
Sotlie PS-rules abovc states that a sentence consistsof anoun phrase followed by a verb phrase.
Inturn, the NI' ofan N and the VP ol'a single V. The tree structure derived or generated by that
rulc would bc

)
/_f/\
NP V’P

|
N \%

Parsing algorithms can proceed top-down or bottoni-up. In some cases. top-down and
bottom-up algorithms can bc combined'.
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Tlic Visual Intei-active Syntax Learning (VISL) website'® is particularly interesting and
useful for language learners. [t contains an on-line parser and a variety of other tools concerned
with English graniniar. including ganies and quizzes. The parser itself isan excellent and very
transparent application tliat allows learners to analyse and experinient on sentences and study
their structure (Figure 27).

Interesting in this respect is also tlie parsing of students erroncous input. Integrated
parscrs into CALL software can be prepared to dcal with linguistic errors in the input. So the
grammar tliat copes with correct sentcnces is complemented with a grammar of incorrect
sentences. The advantage of thiserror grammar approach is that the feedback to students' ouput
can be vcery specific and is normally fairly reliable asit can be attached to a very specific rule.
However, tlie major drawback of this approach is tliat individual learner errors have to be
anticipatcd in the sense tliat eacli error nceds to be covered by an adequate rule.

~{ VISL - Visual Inieractive Syntaz Leaining
Fie Symbods Display Extras language Setings Tools Help
Senlence The gl saw the boywith atelescope
Function _:JS sf P 0d 0i Of Cs Ca A SUB co AT D H UTT STA QUE COH E)(C_’_J
Form n v adi adv at pron prp cony num infm ot nif ul par b] X 0
STA ]
cl
S P Od A
9 v 9 9
AN TN
D Hsaw D H H D
at n at n prp
[ Y
The girt the boy with DO H
an n
a telescope
Analysis 1 of 1 _I ‘
Advertencia: venlana de subprogiama R o T B
Rnicie] 1= 1 A Q. £V Tiee st [RAVISL - visual L. BRECEEHS @M LN E @ P00 0

Figure 27. Visual Interactive On-Line Parser

II1.1.5. Speech Technology"

CALL soltwarc has normally bcen restricted to written text. However, recent advances in
multimedia have resulted into powerful hardware and software applications. allowing users to
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attach a microphone and loudspcakers to soundcards and to record his/her own voice.
Furtl-ierniorc, storing these sound files is no more a problem due to the immensely increased
capacity and cost reduction of hard disks, other storage devices (CD-ROM) and improved
coniprcssion algorithms for this kind of data (i.e. MP3 files).

Prescntly, there is a widc range of* speech software available. This includes (a) spoken
input processing'® or spcech analysis, where speech input is analysed and represented graphically
or numerically; (2) speecl-i recognition: the transformation of spoken input into written output;
and (3) spccch synthesis, that is the conversion of text to speech™ ; thisincludesno just matching
characters to sounds, but also intonaiion and the rhythm particular utterances have. Advancesin
spcecl-i synthesis technology l-iave reached a high level of performance and robustness and some
CALL applications have started considcring its integration™.

In contrast, specch recognition is fa more complex than speech synthcsis. Speech
recognition needs an cxtensivc analysis of spcech by means of a number of parameters, which
arc very difficult to establish as they can be casily affected by background noise, speech speed
(connccted speecl-). particular accents or idiosyncraiic individual's speech. All this leads to
coiiiplicatc aiid interferc in the lixing and interprctation of the ¢stablished paranictcrs.

"I"here are some commercial applications able to "understand” natural speech and can
providc language students with realistic, highly effective, and motivating spcech practice. One
of this application 1s IBM® ViaVoice®. This program runson normal PCs and includes speaker
indcpendceni continuous specch recognition cnginesand is able to deal with complete sentences
spoken at anatural pace, not just isolated words. though it requircs a minor training period. To
run the program, the uscr just needs to associate it with any wordprocessor, where the user’s
utterances will to be iranscribed in (Figure 28) or run Speech Pad, a simplified standard
wordprocessor that includes ViaVoice.

Many multimedia CALL courses already l-iave and still include some naive direct
pronunciation practice. That is, exercises which focus on pronunciation, fluency and word order,
and with native spcaker models which areheard immediately after astudent's performance. These
applicationslcave the learner-modcl comparison to student's criteria or visualise graphically both
performances, indicating the success ratc in %. The negative side of these exercises is that in
some instances it is cven for naiivc speakers of the language very difficult, if not impossible, to
achieve satisfactory success rates. Somc of these applications are neither very flexible nor
acciiraic and sometimes students would need to repeat their utterancesin several occasions before
the program “understands™ them corrcctly. In turn, this might lead to some small frustration.
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Figure 28. /BM ViaVoice

V.CONCLUSION

CALL has for long bcendoniinated by thedrills and practice associated with behaviourisni (cloze
and gap-filling exercises, multiple-choice tests. etc.) and, eventually, the useof some basic word-
proccssing tools. Soon. sonie languagc tcachersand CALL practitioners reacted negatively and
noted a laek of progress in CALL (Kaliski 1993, Last 1992, ctc.), partially due to the:

. Limited CALL software available

+  Reduced number of computational cxcrciscs

* Incompatibility bciwcen einployed CALL techniques and current language teaching
pedagogy (particularly influential in this respect has been tlic emergence communicative
syllabus)

»  Conscquence of iiew technology being unablc to fulfill teachcrs' expectations

FFortunately, things liavc changed for CALL in the 90s, partly because of the wider
availability ol PCs and tlie iniegraiion of linguistic corpora and NLP-technology. The use of
linguistic corpora and NLP-applications arc highly valuable tools for language dcscription with
impor(ant implications Sor language tcaching, asthey can:

«  Assist laiiguagetcacher inidentifying relevant content of instruction (vocabulary, grammar,
coiitexts. ctc.), and

»  Help in developing new pedagogical and methodological approaclies to instruction (i.e.
shifting the pcdagogical teaching/learning paradigm from computer as niagister tocomputer
as pcdagoguc).

Moderii CALL has changcd and instead of adapting it to what software can offer, an
attempt is niade to get it to take account of the neccssary conditions of successlul language
learning. Learners are givcii much niorc control over what they learn: autonomous language
learning iii sclf-paced, niorc interactive, nieaning dominated, task-orientcd activities (Kennedy
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1998: 393).

Particularly interesting in this respect is the use of real and relevant text sample for
students and tcachers as tlie central pcdagogical teaching/learning cornerstone. Real time
manipulation of texts by students using integrated user-friendly interfaces, including word-
proccssing tools and NILP-applications could conforni an extremely valuable pedagogical
paradigm within thc foreign language learning/teaching context. Teachers would be able:

+  To cxtract, manipulate and adapt texts to students needs and language level

. [0 cnrich plain texis with POS-tags and syntactic annotations for class work

«  Toextractvocabulary lists, phase lists, coiicordancelists, etc. (sublanguagespecific, adapted
Lo aspecilic levcl. or doniain, etc.)

«  To gencrate automatically «d hoc cxerciscs, depending on students' particular needs.

Similarly, students could also take advaniagc of this integrativc CALL application

«  To cxplore the target language by mcans of concordancers with integrated taggers and
parsers and/or tagged texts and treebanks

. l'o extract the gist of more difficult texts, using MT-software

*  T'o check the mcaning of words and phrases (electronic dictionaries)

«  To gencrate automatically ad hoc exercise gencration, depending on one's own needs

«  To hear the text. sclected scntences or words, using spcech synthesizers

«  To answer orally to some rcsponses, dictating the solutions to the coinputer (speech

recognition tools)
Actually, what wc propose is a sophisticatcd CALL language processing tool®' that

«  Takes full advantage of current coniputational advancesin an integrated and unitary way:
. LElectronic dictionaries (nionolingual, bilingual or multilingual ones)
e MT systems
* POS-taggers
+ Syntaclic parscrs
+ Caoiicordanccrs
« Speech production/recognition
. Word-proccssors (this includcs spell-checkers and gramniar and style chcckers)

«  Goces beyond written text. as it also accounts for oral production and oral recognition

«  Assists both teachers and students in their respective tasksand that could contribute to new
and challenging pedagogical and methodological paradignisin the area of foreign language
Icarning.
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And since we have all these computational tools are our disposal, it makes no sense to
renounce their application in such an important area as language pedagogy. We cannot dismiss
them. wc must use them ...

NOTES

1. Sec among otliers. the Osford Concordancc Program (OUP 1988), Longinan Mini Concordancer (Chandler and
Tribblc 1989). MicroConcord (Scott and Johns 1993). MonoConc (Barlow 1996). TACT (Bradley and Presutti
1989). or WordSmith (Scott 1999).

2, htpraweb. bhan.ac.uk/[ohnstfftinmcone.htim

3. Context caii be dowiiloaded frec of charge for non-commercial purposes from Tim Johns DDL.-web page:
hitp: web.bham.ac.uk/johnstftimeone . htm

4. Sanchez. A. aiid P. Caiitos (3000) Practica i vocabulario. Madrid: SCEL.

5. For a more coiiiprcliciisive survey. visit""Module 53.5. Human Language Technologies (HLT)" o f the/nformation
and Communications Technology for Language Teacher (ICT4LT) web page: http:/www.ictdlt.org/en/en mod3-
S.hon

6. Hutcliiiis aiid Somers (1992) aiid Arnold ct al. (1994) provide excellent introductions to MT.

7. Tlic M T system used here is Spanish Assistant (MicroTac Software). Otlier coininercial M T software: Systran
(http:babeltish.attavista.digitad.comy) or Poswer Transiator (htip://wwaw hsl com/powertransiator).

8. Sce Greene aiid Rubin (197 1) for a detailcd dcscription of this tagger.

9. Nescribed in detailcd by Garside (1987) aiid Marshall (1987).

10. To get a tree copy. for acadeiiiic purposcs only. e-inail Rafael Valencia(ratav
(rodrieodidif.un.cs) or Pascual Caiitos (pcantosiuin.es).

11. Wlicre 0 = English aiid | = Spanish.

13. TL-Tag (Technol.ingua) is part o fthe CUMBRE Corpus Project aiid is not yet commercially available. For tliose
interested in it coiitoct aiiy of the people iiivolved in the Project: Enrique Pérez de Lema (delemaiijazztree.com),
Josc Simdn (jsp38746iatelcline.cs), Aquilirio Saiicliez (asanchezum .cs) or Pascual Cantos (pcantosium.cs).
13. Diez. P. L. aiid J. Iborra (1909) ¥erbos Esparioles Conjugados. Madrid: SGEL.

14, Scc ciidiiotc 12.

15. Allen (1995). Convigton (1994) aiid Gazdar aiid Mellish (1989) include excellent introductory sections on
parsing algorithms.

16. hp:/Avisl.hum.ou.dk’

17. An excellent site is Integrating Speech Technology in (Language) Learning: http://www.instil.ore.

alenciafiono.es), RodrigoMartincz

19. A good csaiiiple is Winspeecl: http://www.peww.com.

20. Tlie Polytechnic University of Hoiig Kong site iiicludcs a iiuinber of text-to-speech tools:
htp:/vle polvu.edu hk/TextToSpeech

21. We have dcliberately iiot coiisidered tlie integration of /nformation Technologies liere. This would liave
incvitably expaiidcd tlie potciitial o f tlie *"tool" proposed here.
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