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Summary:  The use of  automatic  item generation (AIG) methods offers  potential  for  assessing 
clinical  reasoning  (CR)  skills  in  medical  education,  a  critical  skill  combining  intuitive  and 
analytical thinking. In preclinical education, these skills are commonly evaluated through written 
exams and case-based multiple-choice questions (MCQs), which are widely used due to the high 
number of students, ease of standardization, and quick evaluation. This research generated CR-
focused questions for medical exams using two primary AIG methods: template-based and non-
template-based (using AI tools like ChatGPT for a flexible approach). A total of 18 questions were 
produced on ordering radiologic  investigations  for  abdominal  emergencies,  alongside faculty-
developed questions used in medical exams for comparison. Experienced radiologists evaluated 
the questions based on clarity, clinical relevance, and effectiveness in measuring CR skills. Results 
showed  that  ChatGPT-generated  questions  measured  CR  skills  with  an  84.52%  success  rate, 
faculty-developed questions with 82.14%, and template-based questions with 78.57%, indicating 
that both AIG methods are effective in CR assessment, with ChatGPT performing slightly better. 
Both AIG methods received high ratings for clarity and clinical suitability, showing promise in 
producing effective CR-assessing questions comparable to, and in some cases surpassing, faculty-
developed questions.  While  template-based AIG is  effective,  it  requires  more time and effort, 
suggesting that both methods may offer time-saving potential in exam preparation for educators.
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1. Introduction

Clinical reasoning involves both intuitive and analytical thinking processes. Physicians often 
synthesize these two methods to make clinical decisions (1,2). This process is iterative and complex,  
encompassing multiple cognitive steps such as acquiring information, generating hypotheses, and 
identifying problems (3,4). Teaching clinical reasoning processes is a critical component of training 
future physicians in medical education (5). In assessing clinical reasoning, the top three levels of 
Miller's  pyramid (knows,  knows how, shows how, does),  which is  widely accepted in medical 
education, are applicable (6). Assessing the "shows how" and "does" levels during the first three 
years of medical education is challenging, as clinical or simulated settings are typically required for 
these assessments.  For preclinical  students,  written exams, case-based matching tests,  and case-
based  multiple-choice  questions  (MCQs)  are  more  feasible  methods  for  evaluating  clinical 
reasoning before they encounter real patients (7,8).  MCQs are frequently preferred due to their 
advantages, including scalability for large numbers of students, ease of standardization, and rapid 
assessment.

Writing high-quality MCQs is a time-intensive process for medical schools. Preparing more 
complex questions to assess clinical reasoning skills, in particular, demands a significant amount of 
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educators' time (9). With extensive exam schedules and broad curricula in medical faculties, there is 
a constant need to add large numbers of new questions to question banks (10). Moreover, given the 
clinical  responsibilities  of  educators,  preparing  exam  questions  adds  a  substantial  workload, 
making it essential to develop efficient methods for producing exam-ready questions. 

Two primary  methods  for  automatically  generating  MCQs are  described  in  the  literature: 
template-based  question  generation  and  non-template-based  automatic  item  generation  (AIG) 
techniques (11). Each method has distinct advantages and disadvantages. Non-template-based AIG 
relies on widely used AI chatbots (12-14), where questions are generated without adhering to a 
predefined template. However, this approach has been criticized for similar reasons as chatbots in 
general;  it  functions  as  a  "black  box"  and  may  occasionally  produce  incorrect  outputs  (15).  
Conversely, template-based question generation involves creating a cognitive model and question 
framework beforehand. Once variables are defined, questions are generated using non-AI-based 
software.  When appropriate  cognitive  models  are  utilized,  this  method is  reported to  be  more 
efficient and psychometrically robust than traditional methods (16). However, it requires more time 
and effort compared to chatbots, though the likelihood of errors is lower, and any errors can be 
easily identified and corrected by the developers (11). 

Thus, the research question is how do template-based and non-template-based automatic item 
generation methods compare with faculty-prepared questions in assessing clinical reasoning skills 
in medical education, particularly in terms of clarity, clinical appropriateness, and effectiveness? 

2. Methods

The research is designed as a methodological study focusing on the automatic generation of 
questions,  with  expert  physicians  evaluating  the  generated  questions  anonymously.  Since  no 
human participants or personal data were involved, ethical approval was not sought. However, the 
use  of  AI-generated  content  raises  potential  ethical  concerns,  including  the  accuracy  of  the 
generated content, biases inherent in AI algorithms, and implications for fairness in educational 
assessments. To address these concerns, all AI-generated questions underwent expert review by 
experienced radiologists to ensure their clinical and educational appropriateness.

Study Design

In this study, questions were initially generated to assess clinical reasoning using two different 
automatic question generation techniques: template-based and non-template-based (using AI tools). 
Additionally,  existing multiple-choice questions from medical  school exams were included. The 
chosen topic was radiologic investigations in abdominal emergency pathologies, selected because 
abdominal pain is a common reason for emergency visits, requiring quick decision-making and 
clinical reasoning for ordering radiologic investigations. The conditions and appropriate radiologic 
tests  were  determined based on the  National  Core  Education Program (17),  the  curriculum of 
Eskişehir  Osmangazi  University Faculty of  Medicine,  and the American College of  Radiology's 
criteria  for  radiologic  investigation  appropriateness  (18).  Eighteen  diagnoses  or  provisional 
diagnoses, deemed suitable for the target audience's knowledge level, were selected by radiologists 
with doctoral degrees in medical education and expertise in emergency radiology. For each of these 
topics, questions were generated using both template-based and non-template-based techniques. 
The  topics  included:Non-localized  acute  abdominal  pain  (with  fever,  no  recent  surgery,  first 
imaging)
 Non-localized acute abdominal pain (post-surgical patient, first imaging).
 Suspected acute pancreatitis (epigastric pain, elevated amylase-lipase, less than 48-72 hours 

since symptom onset, first imaging).
 Epigastric pain (suspected acid reflux, esophagitis, gastritis, peptic ulcer, or duodenal ulcer, 

first imaging).
 Imaging for mesenteric ischemia (suspected acute mesenteric ischemia, first imaging).
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 Left lower quadrant pain (left lower quadrant pain, first imaging).
 Non-variceal  upper  gastrointestinal  bleeding  (arterial  bleeding  source  identified  on 

endoscopy).
 Right lower quadrant pain (right lower quadrant pain, first imaging).
 Right lower quadrant pain (pregnant patient, right lower quadrant pain, fever, leukocytosis, 

suspected appendicitis, first imaging).
 Right upper quadrant pain (suspected biliary disease, first imaging).
 Suspected small bowel obstruction (acute presentation, first imaging).
 Abnormal uterine bleeding (abnormal uterine bleeding, first imaging).
 Acute pelvic pain (reproductive age, gynecological etiology suspected, positive β-hCG, first 

imaging).
 Acute pelvic pain (postmenopausal, acute pelvic pain, first imaging).
 Flank pain (acute onset, suspected stone disease, no history of stone disease or present history, 

first imaging).
 Flank pain (pregnant patient, acute onset, suspected stone disease, first or follow-up imaging).
 Hematuria (microscopic hematuria, no risk factors, no recent strenuous exercise, no infection, 

viral illness, recent or current menstruation, first imaging).
 Hematuria (macroscopic hematuria, first imaging).

Radiology training in our medical schools is typically offered during the fourth or fifth year; 
therefore, the questions were designed to match the fifth-year medical student level.

Template-Based Question Generation

Template-based question generation involves a three-step process (19). In the first step, content 
experts identify the necessary content for question generation and present it in a cognitive model 
that highlights the information, skills, and problem-solving processes required to reach a specific 
diagnosis. In the second step, a question model (template) is developed based on this cognitive 
model,  structuring  variables  such  as  content  and answer  options  for  each  generated  question. 
Words or phrases for the variables in the template are then identified. In the third step, computer-
based algorithms generate multiple questions from this model (20,21).

Step 1: Creating the Cognitive Model

As  outlined  in  the  study  design,  questions  were  generated  on  the  topic  of  radiologic 
investigations in abdominal emergency pathologies for 18 diagnostic scenarios. For each scenario, 
variables such as patient information (age, gender) and disease information (symptoms, history, 
physical  examination  findings,  and  laboratory  findings)  were  identified,  and  appropriate  age 
ranges and genders were assigned. Potential symptoms, histories, physical findings, and laboratory 
results for each disease were documented and categorized into similar groups (e.g., Symptom A, B, 
C, D, E, F) (Table 1).

Table 1. Cognitive Model Variables for Automatic Item Generation

Variable Descriptions

Symptom A abdominal pain, fever, nausea, vomiting, diarrhea

Symptom B sudden onset flank pain, fever, nausea, vomiting, blood in urine

Symptom C vomiting blood, stomach cramps, fatigue, dark stools

Symptom D right upper quadrant pain, nausea, vomiting, fever, chills

Symptom E sudden onset pelvic pain, foul-smelling vaginal discharge, fever, chills
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Symptom F prolonged vaginal bleeding, clotted vaginal bleeding, excessive vaginal 
bleeding filling a pad, fatigue, weakness, palpitations

History A no known illness,  diabetes,  hypertension, no known disease, smoking, 
social alcohol consumption

History B arrhythmia, previous heart attack, high cholesterol, known heart disease, 
heart failure

History C abdominal surgery last year, recent abdominal surgery

History D frequent acid reflux after meals, increased symptoms after fatty and spicy 
foods

History E endoscopy was performed, but no bleeding source was identified

History F pain started suddenly yesterday, no previous similar complaints

Physical Exam A generalized  abdominal  pain,  pain  in  all  quadrants,  generalized 
tenderness in the abdomen

Physical Exam B costovertebral angle tenderness

Physical Exam C epigastric pain

Physical Exam D left lower quadrant pain, tenderness in the left lower quadrant

Physical Exam E guarding in the right lower quadrant, guarding and rebound in the right 
lower quadrant, tenderness in the right lower quadrant

Physical Exam F positive Murphy sign, guarding in the right upper quadrant

Laboratory A leukocytosis, elevated CRP, elevated ESR

Laboratory B leukocytosis, low hemoglobin

Laboratory C elevated red blood cells in urinalysis, positive bacteria in urinalysis

Laboratory D elevated amylase-lipase

Laboratory E leukocytosis, elevated CRP, elevated total-direct bilirubin, elevated ALP 
and GGT

Laboratory F positive βhCG and leukocytosis, positive βhCG and elevated CRP

At this stage, variables that could not be grouped were excluded from the study. The cognitive  
model developed by the authors was then reviewed by a physician with academic expertise in 
question  generation  and  a  radiology  faculty  member.  Following  minor  adjustments,  the  final 
version of the cognitive model was established (Table 2).
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Table 2. Comprehensive Cognitive Model for Abdominal Emergency Scenarios
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Acute abdominal 
pain (No surgery)

18-80 F/M Y N N N N N Y N N N N N Y N N N N N Y N N N N N

Acute abdominal 
pain (Surgery)

18-80 F/M Y N N N N N N N Y N N N Y N N N N N Y N N N N N

Acute pancreatitis 18-80 F/M Y N N N N N N N N Y N N N N Y N N N N N N Y N N

Epigastric pain 18-80 F/M Y N N N N N N N N N N N N N Y N N N Y N N N N N

Mesenteric ischemia 
imaging

65-90 F/M Y N N N N N N Y N N N N Y N N N N N Y N N N N N

Left lower quadrant 
pain

50-90 F/M N N Y N N N Y N N N N N N N N Y N N Y N N N N N

Upper 
gastrointestinal 

bleeding

18-80 F/M N N Y N N N N N N N Y N N N Y N N N N Y N N N N

Right lower 
quadrant pain

18-80 F/M Y N N N N N N N N N N N N N Y N N N N Y N N N N

Right lower 
quadrant pain 

(Pregnant)

18-80 F/M Y N N N N N N N N N N Y N N N N Y N Y N N N N N

Right upper 
quadrant pain

18-35 F/M N N N Y N N N N N N N Y N N N N Y N N N N N N Y

Small bowel 
obstruction

18-80 F/M Y N N N N N Y N N N N N N N N N N Y N N N N Y N

Uterine bleeding 18-80 F N N N N N Y N N Y Y Y Y Y N N N N N Y N N N N N
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Acute pelvic pain 18-80 F N N N N Y N Y N N N N N Y N N N N N N Y N N N N

Acute pelvic pain 
(Postmenopausal)

15-55 F N N N N N N Y N N N N N Y N N N N N N N N N N Y

Flank pain 55-90 F/M N N N N N N Y N N N N N Y N N N N N Y N N N N N

Flank pain 
(Pregnant patient)

18-80 F N Y N N N N Y N N N N N N Y N N N N N N Y N N N

Microscopic 
hematuria

18-80 F/M Y N N N N N N N N N N Y N Y N N N N N N Y N N N

Macroscopic 
hematuria

18-80 F/M N Y N N N N Y N N N N N Y N N N N N N N Y N N N

PE, physical exam
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Step 2: Creating the Question Template (Model)

At this stage, the goal was to develop a question template in a format suitable for question generation.  
Initially, a sample question was created, which served as the foundation for designing the question template. 
The template was structured into four parts:  presenting symptom, patient history,  physical  examination 
findings, and laboratory results. To enhance question variety, each section of the template was written in two 
different  ways,  allowing  for  the  random  selection  of  sentences  for  each  part,  thereby  diversifying  the 
question stems (Table 3).

Table 3. Template-Based Question Model 

CONTENT  OF  THE  QUESTIONS  TO  BE  GENERATED: [Presenting  Symptom]  [History]  [Physical 
Examination Findings] [Laboratory Findings]

Template 1 Template 2

Symptom

A  <AGE>  -year-old  <GENDER> 
patient  presents  to  the  emergency 
department  with  <SYMPTOM1>  and 
<SYMPTOM2>.

A <AGE>-year-old <GENDER> patient arrives at 
the  emergency  department  with  complaints  of 
<SYMPTOM1> and <SYMPTOM2>.

History
In the patient’s history, it is stated that 
<HISTORY>.

The patient’s history reveals <HISTORY>.

Physical Exam Physical examination reveals <PE>.
During  the  physical  examination,  <PE>  is 
identified.

Laboratory

In  laboratory  findings,  <LAB>  is 
observed.  Which  of  the  following 
imaging modality is most appropriate 
to request as a priority?

Based on the results, <LAB> is observed. Among 
the  options  provided,  which imaging should be 
prioritized over the others?

During the study design phase, questions were planned to be generated for 18 topics, with answer 
options  established  for  each  diagnosis.  The  American  College  of  Radiology  (ACR)  guidelines  on 
appropriateness criteria for radiologic investigations were used to determine these options. These guidelines 
specify  the  recommended and non-recommended tests  for  each  diagnosis.  One  recommended test  was 
randomly selected as  the  correct  answer,  while  four  non-recommended tests  were  randomly chosen as 
distractors.

Step 3: Question Generation Using Software

At this stage, a software application was created to generate questions based on the template developed 
in the first two steps. The authors developed a Python script specifically for this study to automate the 
process of assigning variables from the cognitive model to the question template, generating randomized 
question stems and distractors. The script operates in three main steps:

 Inputs:  Cognitive  model  variables  (e.g.,  symptoms,  history,  lab  findings)  are  imported  into  the 
script.

 Processing: Variables are randomly selected and inserted into the predefined question templates.
 Outputs: Complete questions are generated with one correct answer and four distractors based on 

predefined appropriateness criteria. The generated questions are output in a structured format for 
evaluation.

Generation of Non-Template-Based Questions

In non-template-based question generation, no fixed format or structure is used. Instead, questions are 
generated using AI tools without adhering to specific rules or templates. In this study, ChatGPT-4o, a widely 
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used  chatbot,  was  employed  for  question  generation  (the  questions  were  generated  in  August  2024). 
Research has shown that the quality of generated questions can be influenced by the prompts used (14). The 
detailed prompt created by Yavuz (22), which incorporated the variables "topic" and "difficulty level," was 
utilized.  By setting the  difficulty  level  to  the  fifth-year  medical  undergraduate  level,  18  questions  were 
generated for each of the 18 topics.

Table 4. Sample question generated by ChatGPT

A 60-year-old male patient presents to the emergency department with complaints of hematemesis. He has a  
history of peptic ulcer disease. Vital signs reveal a blood pressure of 90/60 mmHg and a pulse rate of 110 
beats  per minute.  Emergency endoscopy identifies a non-variceal  upper gastrointestinal  arterial  bleeding 
source. His hemoglobin level is measured at 8 g/dL, and the patient receives a blood transfusion.

Which of the following is the most appropriate next imaging method for this patient?

A. Abdominal ultrasound
B. Non-contrast helical CT
C. Angiography
D. Magnetic resonance imaging (MRI)
E. Scintigraphy

Selection of Questions for Evaluation

In  addition  to  the  questions  generated  by  both  methods,  questions  were  selected  from  fifth-year 
radiology exams previously created by faculty members. These questions were chosen from those used in 
internship exams for fifth-year students.  Working retrospectively, the first questions encountered on the 
topic, with psychometric data deemed "usable" by our institution, were included in the study. In this study, 
a total of 7,260 questions were generated using the template-based method, of which six were selected for 
evaluation. Similarly, six questions were generated by ChatGPT using a non-template-based approach, and 
six faculty-prepared questions were included. In total, 18 questions were evaluated.

Evaluation Form

An  evaluation  form  was  created  using  Google  Forms,  comprising  the  18  selected  questions.  The 
questions were randomly ordered, and the correct answers were highlighted in bold. The evaluation criteria 
included seven parameters: clarity of the question text, clinical appropriateness, the presence of a single  
correct answer, sufficiency of information to determine the correct answer, quality of distractors, whether the 
question was challenging even for experts, and whether the difficulty level was appropriate for medical 
students. Each parameter was rated on a three-point Likert scale ('agree,' 'neutral,' 'disagree'). These criteria 
were adapted from existing literature and finalized through consensus among the authors (12,  23).  The 
questions, formatted as an evaluation form, were distributed to resident physicians, specialist physicians,  
and faculty members in the radiology department who had been practicing for at least two years. In total, 14  
radiologists  evaluated the  questions.  The evaluators  assessed the  questions  without  knowledge of  their  
origin.

3. Results

A total of 7,260 questions were generated using the template-based method, from which six questions 
were selected, one for each of the six predefined topics. For the non-template-based method, six questions on 
the selected topics were generated by ChatGPT, and an additional six questions were chosen from past exam 
questions prepared by faculty members on the same topics. The responses from the evaluators are presented 
in Table 5. 
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When evaluators were asked whether the questions measured clinical reasoning or rote knowledge, 
they indicated that template-based questions measured clinical reasoning at a rate of 66/84 (78.57%), faculty-
generated questions at 69/84 (82.14%), and ChatGPT-generated questions at 71/84 (84.52%). The average total 
and percentage of "Yes" responses for each evaluation question by question source were as follows: for "The 
question text is clear," 11.83 (84.52%) / 11.67 (83.33%) / 13 (92.86%) for template-based, faculty-written, and 
ChatGPT questions, respectively; for "The question is clinically appropriate," 8.33 (59.52%) / 9.17 (65.48%) / 
11.5 (82.14%); for "The question has only one correct answer," 7.17 (51.19%) / 7.67 (54.76%) / 9 (64.29%); for  
"The information provided is sufficient to find the correct answer," 8 (57.14%) / 9.33 (66.67%) / 10.17 (72.62%);  
for "The distractors are reasonable," 6.67 (47.62%) / 8.67 (61.90%) / 10.67 (76.19%); for "The question was 
challenging even for experts," 2.83 (7.14%) / 1 (7.14%) / 0.5 (3.57%); and for "The question difficulty was  
appropriate for medical students," 6.17 (44.05%) / 6.5 (46.43%) / 8.17 (58.33%).

Table 5. Assesment of questions

Template-Based 
Item Generation

Faculty-Prepared 
Questions

ChatGPT

n (84) % n (84) % n (84) %

The question text is clear.
Yes 71 84.52 % 70 83.33 % 78 92.86 %

No 1 1.19 % 4 4.76 % 0 0
Neutral 12 14.29 % 10 11.90 % 6 7.14 %

The  question  is  clinically 
appropriate.

Yes 50 59.52 % 55 65.48 % 69 82.14 %
No 6 7.14 % 11 13.10 % 0 0

Neutral 27 32.14 % 18 21.43 % 15 17.86 %

The  question  has  only  one 
correct answer.

Yes 43 51.19 % 46 54.76 % 54 64.29 %

No 10 11.90 % 16 19.05 % 4 4. 76%
Neutral 31 36.90 % 22 26.19 % 26 30.95%

The  information  provided  is 
sufficient  to  find  the  correct 
answer.

Yes 48 57.14 % 56 66.67 % 61 72.62%

No 7 8.33 % 9 10.71 % 2 2.38 %
Neutral 29 34.52 % 19 22.62 % 21 25%

The distractors are reasonable.
Yes 40 47.62 % 52 61.90 % 64 76.19 %

No 13 15.48 % 15 17.86 % 4 4.76 %
Neutral 31 36.90 % 17 20.24 % 16 19.05 %

The  question  was  challenging 
even for experts.

Yes 6 7.14 % 6 7.14 % 3 3.57 %

No 54 64.29 % 52 61.90 % 63 75%
Neutral 23 27.38 % 26 30.95 % 18 21.43 %

The  question  difficulty  was 
appropriate  for  medical 
students.

Yes 37 44.05 % 39 46.43 % 49 58.33 %

No 16 19.05 % 16 19.05 % 6 7.14 %
Neutral 31 36.90 % 29 34.52 % 29 34.52 %

4. Discussion

Case-based  learning  plays  a  significant  role  in  both  practical  and  theoretical  learning  in  medical 
education. Through case scenarios,  students are expected to learn diagnoses,  differential  diagnoses,  and 
adopt clinical reasoning processes as they work toward diagnoses. In assessing clinical reasoning, these case 
scenarios are used as tools in both theoretical and practical exams. Considering the high course load and 
frequency of exams in medical education, multiple-choice questions (MCQs) are the most commonly used 
assessment  method  (24).  However,  generating  MCQs,  especially  those  that  contain  case  scenarios  and 
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measure  clinical  reasoning  skills,  is  challenging.  This  study  evaluates  automatic  question  generation 
techniques aimed at assessing clinical reasoning.

The study's 18 sample questions were evaluated by radiologists with academic experience. When asked 
whether  the  generated  questions  assessed  clinical  reasoning  skills,  it  was  found  that  ChatGPT,  faculty 
members,  and  template-based  techniques  measured  clinical  reasoning  at  rates  of  84.52%,  82.14%,  and 
78.57%, respectively. If faculty-prepared questions are taken as a reference, it can be inferred that ChatGPT 
generates questions more effectively for clinical reasoning, while template-based questions measure clinical 
reasoning at a comparable rate. This suggests that both methods can produce questions that are practically 
useful for assessing clinical reasoning. Studies in the literature also indicate that both methods can generate 
questions capable of assessing clinical reasoning in different languages (11,13).

Among  the  evaluation  parameters,  question  clarity,  clinical  appropriateness,  and  sufficiency  of 
information  for  finding  the  correct  answer  were  rated  highly  for  both  question  generation  techniques. 
Regarding question difficulty, few "Yes" responses were recorded for the statement that the questions were 
challenging even for  experts  across  all  three methods.  However,  noteworthy findings include relatively 
lower "Yes" responses for the statements "The distractors are reasonable" and "The question has only one 
correct answer" for template-based, faculty-prepared, and ChatGPT-generated questions (6.67 [47.62%] / 8.67 
[61.90%] / 10.67 [76.19%]; 7.17 [51.19%] /  7.67 [54.76%] / 9 [64.29%]).  This may be because, although the  
question  stem  inquired  about  the  most  likely  investigation,  evaluators  sought  a  definitive  answer,  
potentially influenced by the inherent uncertainty and interpretive nature of some scenarios in medicine. If 
faculty-prepared questions  are  used as  a  benchmark,  similar  results  were  observed with the  other  two 
methods, and ChatGPT questions performed even better.

A key contribution of this study to the literature is its comparison of all three methods by generating 
questions on the topic of radiologic investigations for abdominal emergencies and evaluating them with the 
same group of evaluators. While studies on template-based question generation and ChatGPT have been 
conducted (25, 26), these studies typically assessed only these techniques in isolation or compared them to 
human-made questions (12, 19, 26, 27). Notably, in this study, ChatGPT and template-based questions were 
found to be non-inferior to faculty-prepared questions in each evaluation parameter. Although prior studies 
indicate  that  chatbot-generated  questions  may have  inaccuracies  or  limitations,  it  can  be  assumed that 
question quality has improved as this field advances (28).

This study has some limitations. First, only 18 questions were evaluated, with six questions from each 
method. Second, while the evaluator group comprised experienced radiologists in academia, evaluations 
conducted by a group with more expertise in question writing could provide further insights. This study 
specifically targeted the assessment of clinical reasoning skills and selected a single topic for this purpose. 
Different topics may yield varied results. Additionally, evaluations assumed the faculty-prepared questions 
were  appropriately  written,  although  they  may  also  have  deficiencies.  ChatGPT-4o  (questions  were 
generated in August 2024), one of the most advanced chatbots currently available, was used in the non-
template-based method; however, other chatbots might produce different or improved results. Although a 
detailed prompt defined in the literature was employed for  ChatGPT-generated questions,  it  should be 
noted that prompt quality significantly impacts the output of chatbots (29).  A significant limitation of this 
study is the restricted scope of the seven quality criteria used to evaluate the questions. While these criteria 
provide  a  structured  framework  for  assessment,  relying  solely  on  them  can  be  reductionistic  when 
evaluating the overall quality of MCQs. The complexity of question design, especially for assessing clinical 
reasoning skills, extends beyond these parameters. Readers are therefore advised to interpret the results with 
caution, acknowledging that the evaluation does not capture the full spectrum of factors influencing MCQ 
quality.  Future  studies  should  incorporate  a  broader  range  of  evaluation  metrics  to  provide  a  more 
comprehensive understanding of question quality. Additionally, future studies should focus on evaluating 



RevEspEduMed 2025, 1: 637221; https://doi.org/10.6018/edumed.637221 11

automatically  generated  MCQs  using  detailed  psychometric  parameters  such  as  difficulty  index, 
discrimination index, and item-total correlation.

This study specifically focused on radiologic investigations for abdominal emergencies to assess clinical  
reasoning. While the findings provide valuable insights,  they may not be directly generalizable to other 
medical topics or specialties. Future studies should examine diverse topics to validate the effectiveness of 
these automatic item generation methods in broader contexts.

5. Conclusions

 ChatGPT  and  template-based  question  generation  techniques  are  effective  tools  for  creating 
multiple-choice questions that assess clinical reasoning skills in medical education, with ChatGPT 
showing slightly higher performance in evaluation metrics.

 Case-based learning remains fundamental in medical education, and automated item generation can 
help meet the high demand for quality questions that support diagnostic and clinical  reasoning 
skills.

 Faculty-prepared questions  serve as  a  valuable  benchmark,  but  findings  suggest  that  ChatGPT-
generated  questions  may  sometimes  exceed  faculty-generated  questions  in  assessing  clinical 
reasoning effectively.

 Automated  item  generation  techniques,  especially  ChatGPT,  hold  potential  to  save  time  for 
educators in question development, though careful prompt design and evaluation are essential for 
maximizing question quality.
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