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ABSTRACT

Knowledge extraction from texts/corpora can simplify the knowledge acquisition process as the participation of
knowledge engineers would nor be required and svstems would acquire knowledge directly trom experts This work
presents asystem that uses rechniques from knowledge acquisition and natural language recognition research areas
for acquuring knowledge frourrext. The knowledge acquisition process, which is represented by means of oniologies.
1s described w this paper as well as the validarion of rhe rool in O specific linguistic domuain.

KEY WORDS: onrologies. knowledge acquisition, naniral languages

RESUMEN

Lo exrraccion de conocimiento a partir de textos. corpus lingiiisticos puede simplificar € proceso de adyuisicion
de conactmento yaque no se precisard de ingenieros del conocimientoy los sistemas informaticos podran adquirir
conocimiento directamente de expertos. ESte mabajo presenta un sistema que integra procedimientos propios de
las areas de adguisicion de conocimiento y de reconocmuento de lenguajes naturales. Ademds dela descripcion
del proceso de adqusicion de conocimiento. representado mediame ontologias, se valida |a herramienta
implententada para un dominio lingiiistico especifico

PALABRAS CLAVE: omtologias. adquisicion de conocimienmo. lenguajes naturales
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I. INTRODUCTION

Extracting knowledge directly from natural language textsis aninteresting and challenging task
as it might help to extract knowledge easily and without the involvement of knowledge
engineers.In addition. we are interested in tool s capable of both extracting knowledge fronitext
and interacting directly with experts within specitfic linguistic domains.

This paper presents a technique for generating knowledge from text. combining
techniques and approaches from knowledge acquisition and natural language recognition (two
completely different disciplines). Knowledge is input by experts into the system. specifying
where it resideswithin the text while the system associatestext axd knowledge. Both language
and knowledge can repeatedly appear along the text. Whenever this situation arises. the system
has to make decisionsconcer ning the nature o fthe language asit can referto knowledge that has
already been taken in by the system. Thiswork also addresses the usage ofassociationsbetween
text ad knowledge to derive knowledge fromtext fragments.

The whole processcanbedivided intotwo mainsteps. Thefirst oneis completely human-
guided: an expert reviews atext. and knowledge is generated froni scratch. This is the search
phase. The second one is setting a context (thelanguage chosen for setting this technique is
English).

Amongst the many ditlerent features of natural languages those that make them
particularly difficult for understanding and processing are polysemy and ambiguity. In amulti-
domainenvironment. asameword canreferto difterent thingsor knowledge units. Thisexplains
partially why techniquesbased solely on natural languagescannot be perfect due totlie intrinsic
problems of natural languages. The technique presented here attempts to arrange knowledge
associated to asinglelinguistic expression. The system can make wrong knowledgr associations
but thetool hasbeen designed and implemented in such away that theuser can modity decisions
arrived at by the tool whenever they are considered to be inappropriateor wrong.

The basic idea of our approach is that the system storesknowledge found by the expert
in order to be able to automatically identify this knowledge when 1t appears thereafter. For
instance. 1l tlie user recognises the expressioniword “tlue™ as a concept. whenever it reappears
in the text. the system will realise that this expression/word has already some associated
knowledge. presenting it to tlie user. who will then have to decide whether this knowledge
association is COrrect or not.

Knowledge has been represented in this work by means of ontologies. In the literature.
ontologies are commonly explained as specifications of domain knowledge conceptualisations
(VanHeijst et al. 1997).Dueto tlie very nature of ontologies. there is not aunique (valid) way
for defining them (Musen 1997). Moreover. several different definitions have been historically
assigned to ontology. Succinctly. an ontology iScommonly considered to be an enumeration of
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relevant concepts in an application area. as well as a definition of classes oi' concepts and
relationships among these classes (Martinez-Béjar and Martin-Rubio 1997). A positive
contribution to ontologies has to do with the possibility of studying their forma and
mathematical properties (see Martinez-Béjar and Martin-Rubio 1997). In the present work we
hav e used theoperators proposed and tormalised in Martinez-Béjar and Martin-Rubio(1997) and
iinpleinented them to build adomain ontology.

I.1. Knowledge Acquisition

One of themost popular knowledge €elicitation technique is the interview with domain experts.
Knowledge engineers usually. first. get knowledge from experts by interviewing them and.
then. formalise that knowledge. using. for instance. ontologies.

However. there are several problems related to interviews. Interviews contain two
phases: (1) knowledge engineers acquire knowledge by “becoming experts” and (3) the
formalisation of the previously acquired know ledge. Consequently. theexpert system built will
never be as an expert as the domain expert. but as an expert as the knowledge engineer is.

Another {law isderived trom theimperfect nature of interviews. Performing interviews
isusually slow. asit can lead to misunderstandingsin the communication process between thr
expert and the knowledge engineer. and there can always be mistakes in the knowledge
formalisation process. Furthermore. according to Jackson (1990). interviews have a low
knowledge per hour ratio. In order to overcome these drawbacks in knowledge acquisition. a
possible solution might be automation: an attempt to reduce the human component in the
knowledge acquisition process. Theapproach presented here aimsat this automation tendency.
removing interviews from theknowledgeacquisition process: it isthedomain expert that builds
the ontology {rom text by means ofinteracting directly with the system.

1.3. Natural language recognition

Natural language recognition hastraditionally been viewed asa purely linguistic issue. based
mostly just on grammars. However. grammars present several problenis. For instance. they are
unable to handle common key natural language properties such as ambiguity. imprecision.
variability. etc. Automatic data transterring from natural language sources to knowledge base
entries is qualitatively quite poor (Sanchez-Carreiio 1999). too. An example showing a
dependency grammar-based approach for recognising natural language in medical domains is
presented in Steimann (1998). This author recognises the difticulty of constructing such
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grammars and presents the limitations and problems grammars constructed this way ofter. A
possible solution for solving this grammar constraint is enabling experts to decide whenever
unclear or difficult cases arise. For instance. in Van Heijst et al. (1998). the authors proposed
an NLA algorithm in which the expert is asked each time ambiguity is encountered.

Consequently. we believe non-automated approaches to be more appropriate for
processing natural language. introducing a human agent that acts in some parts ol'the process
to solve specific natural language problems. h Schmidt and Wetter (1998). the authors state
that the underlying reason for having problems and deficiencies with direct data transferring
has to do with the assumptions a text writer/author makes about herihis reader's knowledge.
Ifthe receiver does not satis/ thoseassumptions thenany of the following three el ements need
improvement: the producer. the receiver and/or the channel.

The improvement ofthe producer is not a good option whenever knowledge is being
acquired from text. There are some reasons that support this judgement. Firstly. text authors
will not rewrite texts keeping in mind that theseare to be read by an automatic apent. Secondly.
some unsuccessful experiments have revealed that the fact that experts thinking in what the
syvstem might understand. continuously interferes with what (s)he wants to communicate. The
consequence is that the quality oi'the acquisition process is drastically reduced.

Improving the receiver implies implementing toolsable to understand thelanguage used
by experts. However. as already mentioned. the efforts of producing automatic tools able to
understand natural languages have not provided good enough results yet.

Finally. the third option is improving the channel. Thishasbeen theoption chosen here.
The channel can be improved by introducing a mediator between the text and the system. The
system atternpts to build an ontology by itself and the expert supervises this process. havinp
the possibility of correcting mistakes made by the system.

In what follows. weshall give an overview ot'the approach (Section 2) and explain the
search phase ol'the approach (Section 3). In Section 4. the other main phase ot the method.
namely. setting a context. is presented. The phases described in the sections 3and 4 are then
compared in Section 5. Section 6 describesthetool itself. Section 7 presents thebenefits ol ‘the
approach and in Section 8 the conclusions are drawn.

11. AN OVERVIEW OF TI.E APPROACH

The aim ofthis work is to describe a method for extracting knowledge from natural language
texts. More specifically. building an ontology {rom a given rext. Texts can be ven long -to
tacilitate their processing they can be divided into frugments-. covering a domain or rask. that
is. itscontent is about a specific application domain. The ontology is built by an experr who must
have some expertise on the specific task described in the text. Furthermore. the experts interact
with the system by means of the text and its implicitely stated task.
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Knowledgecontained intext issaid toresideinsideit. Ontologies divide knowledge into
classes such as concepts. attributes. relationships. rules. etc. These knowledge entities (i.e..
classes) can explicitly appear in the text although sometimes they are only referred to implicitly.
The process proposed here attempts to Gnd precisely this explicit knowledge occurring in the
text.

She starting point isan empty knowledge base. In thisinitial stage the system is unable
to find any existing knowledge in the text and it is the expert's task to input it. Additionally.
experts do not just find knowledge in a single fragment. they might also need to identify
expressions derived from specific knowledge.

Theexpert triesto identify all knowledgeentities found in thefragment. telling the system
the expressions inwhich they appear. These expression-knowledge association schemasare then
stored by the system in order to re-usethem in forthcoming new knowledge Gndings. The expert
only hasto identify these associationsonce. thereafter the system will proceed automatically and
the expert will only have to contirm theassociationsoffered or found by the system. In principle.
systems with large knowledge bases need little or less expert intervention. concentrating
primarily on dividing textsinto fragmentsand confirming thesystem'sproposals. Unfortunately.
the process is not that simple. as while the system searches for {ragments or expressions with
associated knowledge. words with associated knowledge can appear in different forms (types):
plural or singular. replaced by a pronoun or with a specific form (verbal tense. etc.).

In large knowledge bases. we might iind expressions with several different types of
associated knowledge. e.g. polysemous words having multiple knowledge associations for the
same expression. Similarly. we might find knowledge fragments referring to other pieces. For
instance. attributesdo not exist on their own. they belong to aconcept. A relationship impliesthe
existence of at least two concepts. Thus. the system has to identify knowledge in the fragment
as well as knowledge referred to it. This process brings along some intrinsic problems: (1)
searching ior expressions in a fragment. {2) deciding what to do when an expression has more
than one knowledge association in the knowledge base and (3) identifying knowledge referred
to by non-concepts. Theiirst two problems aretackled in the search phuse whereas the third one
is studied in the context setting phase.

These two phases can be approached from different points of view. Here. weshall t nto
overcome the above problems applying the solutions proposed by Musen (1997). Musen does
not deal with implicit knowledge. and it is the expert's task to identify implicit knowledge in
every fragment and not the system’s one.
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III. THE SEARCII PHASE

Thefirst goal of this phase is to find eapressions with associaied knowledge in the knowledge
base. Next. whenever an expression has more than one knowledge association. its potential
association hasto be decidedichosen. Given that textscan be too large. this search procedureis
performed within each fragment just. The search processisquite simple and can be formalized
with the following algorithm:

I'ragment expressions with associated knowledge (FE) = O
While there are non-analysed words in the current fragment do:
current word = next non analysed word:
For all the expressions in the knowledge base (KB) which are similar 1o current word.
I the expression is acceptable then
Obtain the_associated knowledge the expression has in the KB
ordered knowledge list = Sort this knowledge;
fragment_expression =
new expression that maltches the KB expression:
fragment_expression possible_knowledge =
ordered_knowledge list;
FE - FE U} fragment expression);
End If.
End For.
End While.

The result is a list containing all expressions of the fragment already included in the
knowledge base, Nen expressions are not associated to any knowledge vet and are stored in a
knowledge list ol possible candidates" . Thislist holds all potential knowledge associations for
the expression found in the knowledge base. After the “context setting”™ phase. this list will be
displayed tothe user. offering her/him the possibility of choosing a possibleknowledge from the
list.

Obviously. it might also happen that no good optionsare found. In that case. it is the user
who hasto provide andior define new knowledgeunitsassociaied toalready existing expressions
or to new ones. Moreover. the user has also the choice to simply ignore expressions.

The various functions underlined in the above algorithm are now described:

Similar

This function is in charge of identifying which word/expression in the current test fragment is
similar to those in the knowledge base. The simplest case would be an “equal™ function.
Nevertheless. this function cannot deal with compound expressions. therefore a function of the
type-isPrelix™ is needed. [t would also bedesirablethat these functions could deal with difterent
Lypes associated to the same lemma (for instance. identifying an expression/word. such as
“swam” as identical to a current fragment containing the word “swims™: this could partially be
solved by means of @ lemmatizer and/or a part-of-speech tagger). Musen (1997) uses the
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~isPrefix™ function. whenever there is aword in the current fragment " similar'* to an expression
in the knowledge base that starts with the current word.

Acceptablc

This Sunction is an extension of the “similar™ function. As the “similar™ Sunction can be very
permissive. the " acceptable™ function is introduced in order to determine whether the current
word and a similar existing expression are not just "similar by chance™. The“isPrefix™ function
has an important drawback: if the current woi-d is the article "d". any expression starting with
"d". suchasassurance™. "added value™. a hundred" or “advert™ will beconsidered to besimilar.
The " acceptable™ function limits the number of acceptabl e options amongst the similar ones. It
has been designed having strong requirements. An expression existing in the database is
acceptable if'it occursin the current fragment.

Text: Svstem information
A useful technique is
brain storm, which braille
consists ... brain storm
brain tumour
brand

Current word:

These two are similar (isPrefiv)
Only “brain S'OMI" is acceptable (equal)

Figure 1. Combining the" similar” and " acceptable” functions

Let usnow illustrate this with an examplethat combinesthe™ similar* and " acceptable™ functions
(seeFigure 1). Let ussuppose that the current word is* brain™. When looking up the knowledge
base. two expressions areidentified assimilar: " brain storm™and "' brain tumour™, The following
stepistolook at the current fragment and check whether any of the previousexpressions could
be accepted. If the word that follows "brain™ in the current fragment is storm™. then the first
expression will be considered acceptable whereas if the following word is "tumour"”. the second
one will beaccepted. Else. noneof them will beconsidered asacceptable. Constraining thisway
reduces theapplicability ol one of the benefits of the similar function: identifying words with the
same root but di fferent sutlix assimilar.
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Creating new expressions

Current words/expressions in atext fragment arealways single coiistituents. However. database
expressions can contain more than one word. It an expression is acceptable. then the current
Sragnient uill contain all tlie words of the database expression. That is. the current word need to
be enlarged to cover all the words ofthe database expression. creating a new object containing
all the words.

Obtaining associated knowledge

The correspondence between expressions recognised by the expert and their associated
knowledge is stored in the database. After obtainiiig an expression that nieets certain
requirements (Similar and acceptable). knowledge associated to that expression is searched in
the database (additionally. also in other texts and in tests from other experts). Whenever different
association possibilities in the database exist. these are sorted and displayed to the expert. An
exanipleis presented in Figure 2.

Text: Systeni expressions:

& tree 1s composed of

root, »
. tree
trel:
Current word =
- ree i1s simldar (sFPrafing

. tree is cccaptable (egical)

* Systeni knowdedge associated with “tree:

Heowledoe entity Task Ralated Jmonladge
concept Agricultua e

concept Clomputer scignice

attribute E corvtuy Clompany Foer archg

Figure 2. An example of ohtaining theassociated knowledge

Sorting the knowledge

According to the above description of the search phase. we stated that there niight be instances

where we niight get a set of possible associated knowledge for a single expression. The

existence of more than one possibility for associating know ledge is likely dueto thefollowing
reasons:.

- Doniain dependency: tlie different meanings given to a term can vary according to the
doniain in which it is used. In a doniain such as physics. tlie expression/word “velocity™ is
associated to a concept whereas in other domains it becomes an attribute.

- Person dependency: it is likely that various experts assign dilferent meanings to the same

Cuadernos de Filologia Inglesa, 9(1),7000. pp. 191-217



An Ontology-based Approach to Knowledge Acquisition from Text 199

expression. For instance. in philosophy. expressions such as*idea" are restricted to certain
authors. assigning very specific meanings to it.

- Spatial location: if an expression has been used recently with a speciiic meaning and the
same expression appears again. then it is likely to have the sanie meaning.

Whenever different possibilities are considered as inferred knomledge from an
expression. the systein orders them according to the previous three factors. Amongst those
factors. tliespatia location interacts in two different ways. The sy stem considers whether an
expression hasalready been used in the same text file and/or in the current fragment (this case
is given tlie highest priority). The various sorting criteria are:

Know ledge that has been recognised by the sameexpert (person dependency). ior thesame
type of domain (domain dependency). in the same fragment and test (spatial location).
Knowledge recognised by the same expert for the same type of domain and text.
Knowledge recognised by a different expert for the same type of domain. text and
fragment.

Knowledge recognised by the sanie expert for a different type of domain in the same text
and fragment.

Knowledge recognised by adifferent expert for adifferent type of domain in the same text
and fragment.

Knowledge recognised by a ditterent expert ior the same type of domain and text.
Knowledge recognised by the same expert for a different type of domain and in the same
text.

Know ledge recognised by adifterent expert for aditferent type of domain and in the same
test.

Knowledge recognised by the same expert ior the same type of domain but in a different
text.

Kunowledge recognised by adifferent expert for the same type of domain inadifferent text.
Know ledge recognised by the same expert Sor a dif'ferent type ofdoniain and a ditferent
text.

Know ledgerecognised by adifferent expert for adif' ferent type ot domai nand inaditferent
test.

After sorting out knowledge. the search phase ends. At this point. the systeni would
have processed the current fragment and expressions present in its database. Additionally.
inferred knowledge found would have been sorted out according to the criteria above in a
attempt to overcome ambiguity.
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IV. SETTING A CONTEXT

Once the searcli phase has been carried out. the system will have alist of expressions with
associated knowledge. However. the system’s task has not linished yet. only if the inferred
knowledge isaconcept. else. that is. if the inferred knowledpe isadifferent knowledge entity
some operatioiis still need to be perfornied.

1V.1. Attributes

In English. attributes usually follow a concept. This property is used by the system to look for
conceptsattrihutes belong to. Therefore. current fragmentsare processed backwards froni the
current expression on until an expression which is labelled asaconcept is found. For exaniple:
... the high system cost is the cause of problems like ... If expression "'cost" appears in the
database linked to an attribute. then it will be recognised in the search phase. Next. tlie prograni
will search for the most left-nearby concept of " cost™. The systeni looks for expressions for
which knowledge hasalready been inferred in the current working session. In thisway. if the
user had inferred the concept. say. “theory™ from the expression " system". the systeni would
find it and would immediately associate “theory™ to the attribute™ cost™. It isalso likely to find
no expression M ith associated knowledge on the left of the attribute. In this case. the system
would search in the database for the corresponding concept.

In practice. if an attribute is tar from its corresponding concept. then it isunlikely to
beassociated withit. Moreover. it is also possible that the systeni finds during the search phase
an espression nearby an attribute for which aconcept in the database already exists. Therelbre.
after checking a predetermined number of expressions for which knowledge has been inferred
by the user. if no concept has been inferred from them. the system searches for expressions that
were found during the search process. looking for an expression with an inferred concept in
It.

Another heuristics is applied every time the system is looking for a concept and a
different attribute is found. In these cases. the systeni can use tlie concept associated to tlie
second attribute. This heuristicsis not used with those expressionsobtained in the search phase
due to their lack of stability and reliability.

1V.2. Values

Let us now consider a further example: ... hecause of the low lithium atomic number ...” . 1t is
difficult to know where the attribute is going to appear in a text. although it often appearson
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theright handside ofits value. This means that. normally. there will not be niany expressions
ontlie right handside of low™ with associated knowledge. This implies that the system must
be guided by means ol'the expressions found during the search phase. I.¢t us suppose that the
user hasjust started mith a fragment and knowledge has only been associated to expressions
on the left handside of “low™. If the systeni searches on the right handside of “low™ Sor an
expression with an attribute inferred by the user. tlie systeni will not be able to find it. Only il
the tool had been previously used in a chemistry domain and. consequently. the concept
"lithium™ and the attribute “atomic nuniber" already existed in the database. In this instance.
the system will find the espression " atomic nuniber" in the search phase. and the value “low™
will beassociated to the attribute “atomic number'. The system will attempt to set theattribute
"atomic number" in a context and associate the concept “lithium™.

In this particular case. the context tor the expression “low™ proposed by the system
would be: “ithium.atomic number.low”. Thistype of results arefrequently obtained in practice.
As well as with concepts. attribiites are not the unique elements considered when providing
contexts tor values. If the systeni {inds any expression with any inferred value while searching
on the right liandside of the value. the attribiite associated to the latter value is assigned to the
value iii process. As well as with concepts. if after analysing a pre-determined number of
expressions. for which the user has associated knowledge. nothing is found. the system
searches aniongst the expressions found in the search phase.

V.3 Relations

Relations are assumed to bea binary. That is. two elements must be found. Let us consider the
example: “Drugs affect human hehaviour™. This tyvpe of structure is most frequent between
relations: one of the candidates is un the lelt ol'the expression. inferring the relation. and the
other one on the right handside. The system searchesfor expressionswith inferred know ledge
on the left and right handside and candidates are selected according to various criteria:

« I the ciirrent expression is associated to a relation of the type "is-a" or "part-of". any
ontological category can be chosen asacandidal eas these relations can only exist between
concepls. Therefore. the system searches for two concepts. one on tlie left and one on the
right liandside of the current expression.

« It is very rare that any of the candidates ol a relation is a value (the systeni is designed to
ignore values).

- Ifanattribute isfound. the process of searching for a related concept is the sameastlieone
described (o provide a context for attributes.

» The search process is similar to the one described in previous sections. Candidates are
searched for (1) in a pre-determined number of expressions for which ihe user has
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associated knowledge. (2) in tlie expressions obtained in the search phase and finally (3)
inthe expressions of the user.

V. COMPARING THE TWO PHASES

The search phaseis a semantic process. words are selected from atext and their meaningsare
looked up in a database. The database and the knowledge contained are prime for correctly
associating knowledge to expressions.Onthe other hand. context setting is asyntactic process:
this phase starts once all knowledge has been found in tlie database. Furthermore. this
knowledge will only be used once a context is found. derived Irom the i'ormer. Concepts are
associated to attributesand participantsto relationsthrough a simple linear search method.

The search phase is language-independent. That is. knowledge is searched in the
database and the meaning of words is looked up in a dictionary: Both knowledge and
dictionary share the same structure independently ofthelanguage used. On the other hand.
providing acontext for a knowledge entity is |anguage-dependent. Concepts are searched for
on tlie left handside of the attributes as this is how they normally appear in English. ad
attributesare searched tor on the right handside of the values. I{ the language chosen had been
Spanish. then concepts would have been searched for ontheright handsideoft heattributesand
attributeson the left handside of the values.

V1. DESCRIBING THE TOOL

A tool based on the approach described above has been designed and implemented tor
acquiring knouledge from texts (textneedsto be specified inatext file. i.e.. in ASCII tormat).
Text length is irrelevant asit can be splitted into differentminor fragments. Test samples might
belong to one or more specitic domains or tasks. The distinction of domains is important as
meanings of words depend heavily on the domain they are used. The final user ol'the tool is
an expert. Each expert is acquainted with knowledge of one or more domains. The system also
accounts for tlie associations betueen experts and tasks.

The knowledge acquisition process is made in sessions. An expert with knowledge on
a specitic task specifies the file to work with and anew session is created associated to this
expert. task and lile.Whil e processing the fragments. tlieexpert {inds or recognises knowl edge.
This knowledge can appear explicitly or implicitly intlie fragment. I’ the knowledge appears
explicitly in tlie fragment. then the expert has to identify the espression in which this
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knowledge appears. associating expressions to knowledge or inferring knowledge from
expressions. Recall that xpressions and knowledge do not necessarily coincide.

Thistool hastwo distinct working modes: (1) the query mode and (3) the maintenance
one. In the maintenance mode. usersareprovided with the full tunctionality of the tool (adding
nem experts and tasks. associating experts to tasks. saving work/session in the database.
loading previously saved work/session(s) etc.). The query niode has a reduced functionality.
Tlie user cannot perlorni nianagement activities nor save work/sessions in thedatabase. Other
difterences between both modes include: (1) in the maintenance mode. the user inserts
knowledge with the help ofthetool: the systeni proposes knowledge to the user by making use
of natural language recognition techniques: and (3) in the query mode. the user cannot insert
new knouledge as ontologies are built automatically.

It must be pointed out that the user can neither input knowledge into the system. select
the expert. the task nor the text to be recognised. Else. the system will “understand™ the user
to be an expert. believing that the task corresponds to a domain [rom which knowledge has
been previously acquired.

The systeni isableto infer concepts. attributes. values and relations. however. axioms
cannot be automatically inferred. The main problem with axioms is that the numbei of
participant elementsisunlimited. Which and how many participants are part of an axiom is j et
unexplored. The quantity of axionis present in a text is not huge compared to the quantity of
ontological categories. Under these circumstances. the system has been designed not to
recognize axioms in texts. just concepts. attributes. values and relations. However. users can
define those axioms they consider necessary or relevant for the application doinain.

V1.1. Ontologies in the tool

CommonKADS (Schreiber et al. 1998) uses ontologies as a way of structuring. sharing and
reusing domain knowledge. In CommonKADS. six ontological categories are distinguished:
concepts. attributes. values. instances. relations and expressions(axioms). In thistool. only tive
of these categories are used. namelyv:

» Concept: it representsa class of objects in the domain.

« Attribute: concept's propertsy.

* Vaue: it isdetined Sx an attribute. For instance. length has a numeric value whereas
coloursareenumerated. The elementsoi' the domainsare the possiblev alues attributes can
take. The tool isoriented to cope with qualitative values.
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» Relations: relations in a domain ontology play the same role asin arelation/entity model.
although some constraints have been imposed. In thistool. relationsare binary and are pre-
detined:

1. IS-A: this taxonomic relation allows for establishing conceptual hierarchies. For
example: A man is a human being.

2. PART-OF: this mereological relation indicates that a concept is comprised of other
ones. For example: The engine is part of the car.

3. ASSOCIATION: whatever relation between two conceptsthat is neither taxonomic nor
mereological. For example: Huir colour is related to skin colour.

4. INFLUENCE: association relation in which a concept can influence the existence of’
another concept.

The taxonomic and inereological relations only exist between two concepts. The
remaining relationscan exist between whatever two ontological categories although arelation
cannot participate ot another relation.

* Axioms: An axiom is a domain rule that includes a relational operator. For instance.
Force = mass * acceleration.

In thistool. the ontologies are shown as trees with three branches: one tor concepts. one for
relations and another for axioms (see Figure 3).
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Figure3. An exampleof ontoiogy
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In Figure |. axioms are iepresented as branclies of the “rules™ node. Each concept has branclies
lor its attributes and each attribute has branches for its values. The relations are branches of the
"relationships™ node. The instances of the relations are displayed on the right handside of the
screen (Figure 4).

Relationship type: 1S PART O

=-Relationships W_‘:j i

-5 a great influence factor :
wher cambined with

- possibilites

- Expresions that infer relationshin s pant ui

-

" |Instances
:idvegetal tissue IS part of plant
jorganism tissue s pant of oroanism

Figure 3. Relationships

Figure 5 shows a suggestion made by the system. In it. a relationship between the
attribute “calorific energy™ of the concept “geographic unit™ and the concept “plant™ is
suggested. The user has the possibility of moditying it.

ge

#r Suggested knowled

Hidbiile knowledge:
R Eritibrtvoe

Relationship

Figure 6 shows the screen that allows moditying the relation inferred by the system. The
participants and the name of the relation can be chosen.
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Figure 6. Modifying the relation

VI.2. Validation

The tool has been validated tor a specitic domain. namely agriculture. Figure 7 shows a text
fragment iised for validating the tool. Figure 8 displays an analysed fragment of the test
belonging to the studied application domain. The screen shows some acquired knowledge. We
can see. for instance. that from the tragment and the acquired knowledge depicted in Figure 8.
calorific enrrgy" has been inferred as an attribute of the concept " geographic unit™ and the
relationship-calorific energy possibilities plant life™ hasbeen inferred from the text chunk “when

combined vith calorific energy -light hours-, possibilities plan life™.

aftermipetatare. Frorm ite vala
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Figure7. Text for validating the tool
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Figure 9 shows alearning diagram and several knowledge options that can be selected.
The user can view the learning diagram curve for the ontological entities discussed here
(concepts. attributes. relations. rules and values) relative to text fragments analysed.
Additionally. the user can also decide whether (s)he wants to see the knowledge associations

found/identified by the user. by the systeni or by both.
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Figure 9. Thelearning diagrafh
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VII. ADVANTAGES OF THE APPROACH

We areconfident that thisapproach ot recognising natural language offerssome advantages with

respect to pure linguistic methods as:

. Ambiguity is taken into account: the meaning of an expression/word does not only depend on
its syntactic function/relation but also on the domain it is used.

. Another two types ol ambiguity are considered. too: person dependency and spatial location.

. Rhetoric is not considered in our approach as the database only stores those expressions for
which some associates knowledpe exists.

. Astrategy for identifying implicit knowledge is included in the approach. allowing the user
to add it.

. Thesystem is incremental and automatic. It contrasts with grammars. whose rules need to be
introduced and cannot be modified. Our system can be distributed with an empty database as
it will incorporate knowledge from scratch and can be used for recognising natural language
thereatter. It new scientific disciplines or new expressions appear or it an expression changes
its meaning. the system could be easily adapted to these new requirements/conditions.

. Simplicity: the design of a grammar for recognising natural language sentences for multiple
domains is very complex. but designing it for creating an ontology during the recognising
process is very difficult. Our approach is not perfect but its results evidence a positive

efficiency/complexity ratio.

VIIl. CONCLUSIONS

In thiswork. a system for extracting knowledge from natural language text has been presented.
The approach described combines difTerent techniques conciliating two distinct research areas.
namely. knowledge acquisition and natural language recognition. The ool offersa friendly and
intuitive interface. different working modesand handles both implicit and explicit knowledge.
The system suggests/aids the user. using the knowledge previously acquired. The tool itself
satisfies many requirements and wecan conclude that it seems adequate lor acquiring knowledge.
Furthermore. the techniques for acquiring natural language presented in this work offer a
difterent and interesting method for using natural language for knowledge acquisition.

In Hahn and Schnattinger (1997). concepts are acquired [rom natural language texts.
although the approach and thr way in which knowledge 1s structured areditierent. These authors
used adistinet terminology (concepts. roles. individuals and axioms). in contrast to the one we
used for our knowledge entities (concepts. attributes. relations. rules and values). For Hahn and
Schnattinger. theconcept acquisition process comprises three parts: (1) generating quality labels
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lor hypotheses. (2) estimating the credibility of the hypotheses and (3) computing the order of

prelerence of the hypotheses. However. in our approach. the system's suggestions can be viewed

as hypotheses that can be accepted or rejected by the user. Jones and Paton’s (1997) approach
for acquiring causal knowledge from scientific theoriesis presented and weareconfident to have
shown that our approach can be easily adapted to new requirements.

Dividing the acquisition process into two phases offers the possibility of using this
approach with diflerent languages. not only English. although some considerations should be
made regarding both phases. The search phase works smooth and it is difficult to improve it.
Some improvements can beproposed concerning theknowledge's sorting strategy. suchasgiving
greater weight to frequently inferred knowledge. In addition to this. the “similar" and
“acceplable™ functions can be modified. although the kernel of the algorithm should remain
unmodilied. that is. dictionary look-up. The " setting a context" phase. however. can be clearly
improved sinceit works correctly in cases that meet the syntactic assumptionsinitially made but
less well in complex situations. Clear improvements can be proposed for further work related to
the' setting a context" phase. trying to overcome some intrinsic problems/ditficulties related to
the natural languages:

« Attributes: sometimes. the syntactic form “attribute of the concept™ such as in " dueto the
weight of the table™ appears in sentences. where the attribute precedes the concept. These
expressions are easily recognisable due to the presence of "of the™ Therefore. an extra
checking can be added for managing these situations.

» Values: sometimes. theattribute does not appear explicitly. For instance. in™..a bigred car.." .
two attributes appear implicitly. namely. “size™ and “colour™. If there is no expression either
on the right of those values. among those expressionswith associated knowledge. or among
those expressions lound in the search phase {rom which an attribute can be inferred. the
svstem will search in the database for attributes whose values were associated when input in
the database. Therefore. an improvement could be: searching directly in the database
whenever no close attribute is found.

» Relations: participants of a relation do not always appear next to its relation. For example.
in the sentence “Sun makes life possible'. the relation isnot “makes™ but “makes possible".
therefore. “life™. which is the second element of'the relationappearsembedded in therelation.
Thesesituationsaredifticult tosolve. In the sentence" Temperature hasan influence on plants
development". the method employed in thismork for providing a context for arel ation would
identify “temperature™ and “plants™ as the participants of the relation. instead of'
“temperature™ and "' development™ . A way of solving thisproblem would beto check whether
the concept is directly followed by an attribute. In this case. it should be assumed that it is
more likely that the attribute is the second participant and not the concept.

* Pronouns: these are not treated in this work. Pronouns should be set in a context before
providing the context for knowledge found in the search phase so that they could play the
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same role as concepts. attributes. relations or values represented by them. When providing
a context for a pronoun. the system should only search for tlie closest expression with
knowledge associated on the left of the pronoun as mostly pronouns refer to something that
has already appeared in tlie text (anaphora). In the extract *..are tlie consequences of hrain
rumour. |t also produces headaclie ...”. the pronoun "It refers to the expression “brain
tumour™ so tliat the association would be correct. An inlluence relation would be inferred
from the same text between “brain tumour™ and “headache™. Naturally. there are cases in
which a pronoun does not refer to the expression tliat appearsjust before it (e.g. caraphora).
These casesare diflicult to deal with. even for humans.
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