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Título: Validación de instrumentos psicométricos en ciencias sociales y de 
la salud: una guía práctica. 
Resumen: Recientemente se ha incrementado significativamente el núme-
ro de estudios psicométricos junto a avances estadísticos cruciales para eva-
luar las evidencias de fiabilidad y validez de los tests y escalas de medida. 
Dada la importancia de proporcionar procedimientos más exactos tanto en 
la metodología como en la interpretación de las puntuaciones, los editores 
de la revista Anales de Psicología proponen esta guía para abordar los tópi-
cos más relevantes en el campo de la psicometría aplicada. Con esta finali-
dad, el presente manuscrito analiza los tópicos principales de la Teoría Clá-
sica de Tests (e.g., análisis factorial exploratorio/confirmatorio, fiabilidad, 
validez, sesgo, etc.) con vistas a sintetizar y clarificar las aplicaciones prácti-
cas, y mejorar los estándares de publicación de estos trabajos. 
Palabras clave: Estudios psicométricos. Fiabilidad. Validez. Análisis facto-
rial. 

  Abstract: In recent years, there has been a significant rise in the number of 
psychometric studies, together with crucial statistical advances for validity 
and reliability measures. Given the importance of providing accurate pro-
cedures both in methodology and score interpretation of tests and/or 
measurement scales, the editors-in-chief of the journal Annals of Psychol-
ogy have drafted this guide to address the most relevant issues in the field 
of applied psychometry. To this end, the present manuscript analyses the 
main topics under the Classical Test Theory framework (e.g., explorato-
ry/confirmatory factor analysis; reliability, bias, etc.) aiming to synthesize 
and clarify the best practical applications; and improve publication stand-
ards. 
Keywords: Pyshometric studies. Reliability. Validity. Factor analysis. 

 

Introduction 

 
In Social and Health Sciences it is common to build instru-
ments to objectively evaluate the degree to which an attrib-
ute or a construct is presented. Psychometry has not yet 
been able to produce a standardized procedure -similar to a 
rule of physical measurement- to measure attributes pro-
posed in the different theories (Michell, 1999). Consequent-
ly,  professionals rely on a set of procedures under the um-
brella of structural validity, whose underlying mathematical 
model is a linear function, either to examine: a) the relevance 
of content of items through detailed analysis of their struc-
ture and relationship (statistics) with the rest of items (con-
tent validity), b) relationships with other latent attributes 
which measure the same (convergent validity) or different at-
tributes (discriminant validity), c) the relevance of that at-
tribute given its discriminating capacity according to socio-
demographic variables (sex , age, educational level, race, 
among others), e) relevance of showing the adequacy of ex-
perimental treatments (responsiveness), and f) to determine 
reliability of scores obtained with these ad-hoc built instru-
ments. These procedures are part of the Classical Test Theo-
ry (CTT, Lord & Novick, 1968). 

The weakness of the CTT to sustain invariant structures 
across populations involves cross-cultural adaptations to cal-
culate psychometric properties according to population 
characteristics. Thus, changes in language and/or in charac-
teristics of the target population generate new psychometric 
validation studies since essential characteristics (reliability 
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and validity) are dependent on variability of scores and 
length of instruments. 

An editorial review of psychometric studies reveals a sig-
nificant percentage meet standard of validation, according to 
technical knowledge available when they were carried out. 
However, some manuscripts still use outdated concepts and 
techniques which bring rejection from scientific journals. Re-
jection occurs even if the work is well-founded, addresses a 
new instrument or provides relevant data (reliability, validity, 
cut-off scores, scales based on random sampling, among 
others) of the instrument. Therefore, it seems necessary to 
update some aspects which should be included in a study of 
psychometric validation. 

Current advances in Psychometry allow identification of 
standards that can serve as a guide for authors using statisti-
cal techniques such as Exploratory Factor Analysis (EFA), 
Confirmatory Factor Analysis (CFA), or Item Response 
Theory (IRT). However, this manuscript is oriented exclu-
sively toward studies performed under the CTT framework 
(Abad et al., 2011; Crocker & Algina, 1986; Lord & Novick, 
1968; McDonald, 1999). Studies conducted under IRT are 
excluded (Abad et al., 2011; de Ayala, 2009; Fisher & Mo-
lenaar, 1995; Nering and Ostini, 2010; van der Linden & 
Hambleton, 1997), such us Rasch modelling (Bond and Fox, 
2015; Wright and Stone, 1979; Wright & Masters, 1982), and 
nonparametric IRT (Sijtsma & Molenaar, 2002) and mixed 
Rasch models (Boeck & Wilson, 2004). 

When EFA and/or CFA is applied to a matrix of varia-
bles according to the assumptions established in these tech-
niques (interval scale for scores, multivariate normal distribu-
tion, linearity, homocedasticity and independence of errors), 
results are usually powerful, and have oriented the evolution 
of some psychological theories. Nonetheless, when applied 
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to variables whose measurement level does not meet the 
basic assumptions of these techniques (e.g., using dichoto-
mous or polytomous items), results are ambiguous, non-
replicable and can lead to severe errors in the number and 
interpretation of factor solutions (Bock & Gibbons, 2010; 
Brown, 2006; McDonald, 1999). 

EFA/CFA are deemed the most appropriate techniques 
to show the existence of an attribute, and authors should 
consider aspects such as: a) items with respect to their con-
tent, b) establishment of convergent or discriminant validity 
through the multitrait-multimethod matrix , c) study of Dif-
ferential Item Functioning (DIF), d) a study of interpretabil-
ity of scores (norms and cut-off scores), e) a study of sensi-
tivity and specificity, and f) analysis of measurement invari-
ance, are as important as the EFA/CFA to show quality of 
results. 

Based on a multitude of studies and scales, we have de-
veloped a guide to assist professionals in utilizing the most 
recent advancements in the validation of psychometric in-
struments. These guidelines are presented in accordance with 
the framework of a scientific study. Subsequently, a formal 
delineation of the principal methodological prerequisites 
linked with Classical Test Theory (CTT) is provided to aid 
researchers in constructing a suitable validity study.   
 
The Practical Guide 
 
1. In the Introduction 
 
An introduction where the instrument is presented directly 
and focuses exclusively on the psychometric studies used is 
not the most appropriate procedure to convince future read-
ers on its practical usefulness. Thus, in our view, the intro-
duction must succinctly describe a theoretical framework 
and specify the usefulness of the instrument in clinical 
and/or community contexts. In addition, it is essential to in-
clude previous psychometric studies on which the instru-
ment has been adapted or validated, reporting main results 
found. 
 
2. In the method 
 

2.1. Participants 
 
a) Some studies generally use incidental samples by snow-

ball or on-line procedures. These procedures do not en-
sure the representativeness of the sample; therefore, it is 
recommended to utilize a sampling method in communi-
ty samples.  

b) Many studies validate psychometric instruments with 
participants from universities. Generally, results from 
these participants cannot be extrapolated to the general 
population, so their use is discouraged, unless validation 
is exclusively for that specific population. 

c) The sample size required for psychometric analysis will 
depend on type of statistical procedures performed in the 

study. Two-hundred cases or above are normally suffi-
cient for item analyses (Crocker & Algina, 1986, Jackson, 
2001). If an EFA is performed, the sample size should be 
a function of communality between items (minimum 10 
cases per item). Moreover, if CFA is performed on ex-
ploratory solution, the sample size must be sufficient so 
that two random samples can be generated; one for EFA 
and another to confirm the structure with CFA. A CFA 
should not be performed on the same sample on which a 
solution with EFA has been obtained, although the op-
posite is valid (Brown, 2006). 

d) Description of groups must be as precise as possible. In-
formation must be provided on socio-demographic vari-
ables (sex, age, level of education, social background, 
race, among others) and clinical variables (if applicable). 
It is also useful to provide statistical evidence, parametric 
or nonparametric on the balance of groups in sociodem-
ographic variables. 

e) Since instruments comprise items (tasks in instruments 
of maximum execution or symptoms in tests of typical 
execution) it is recommended that, as far as possible, a 
descriptive analysis (mean, standard deviation, bias, and 
kurtosis) of items be reported, and its corresponding 
psychometric analysis (homogeneity/discrimination indi-
ces, and optionally reliability indices and/or validity indi-
ces), clearly specifying the correlational method used. 
Special care should be taken in item analysis after check-
ing dimensionality. If the proposed instrument is not 
unidimensional, item analysis can be performed for each 
dimension. 

f) A forgotten topic in most studies refers to ceiling and 
floor effects of scores. If 15% of participants or more 
obtain lowest or highest scores, a floor or ceiling effect 
exists (McHorney and Tarlov, 1995). The presence of 
these effects can alter content validity and reliability and 
validity coefficients, limiting the possibility of detecting 
important changes over time when the instrument is ap-
plied. 

g) Outliers can severely affect the results of a psychometric 
analysis. Since outliers can be kept or deleted, it is advis-
able to perform psychometric analysis with and without 
them to study their effect on the instrument’s structure. 

h) Some authors report missing data. It is important to re-
port on percentage of missing data, as well as treatment 
done with them (e.g., an imputation method) (Enders, 
2004; Schafer and Graham, 2002). 

 
2.2. In procedure 

 
If a new instrument is introduced, it should include all 

steps: underlying theory, specification table, selection of 
tasks /symptoms, and inter-rater study (American Educa-
tional Research Association, American Psychological Associ-
ation, & National Council on Measurement in Education, 
2014). 
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If the instrument has required an adaptation/translation, 
authors must provide a detailed description of the back-
translation process employed (e.g., Hambleton et al., 2005; 
Muñiz and Bartram, 2007) to ensure complete equivalence 
between the original and the translated instrument. If the in-
strument has copyright, the informed consent of the au-
thor/s must be available to implement the back-translation 
process. Furthermore, it is necessary to have the approval of 
the Ethics Committee of the University or the Hospital 
where the study is conducted. 

In addition, this section should fully describe how the in-
strument was applied and whether informed consent of par-
ticipants (parents or guardians in the case of groups with mi-
nors) is available.  
 

2.3. In instruments 
 
In this section, the instrument must be fully described: 

test length, item categories and their justification (if test is 
newly created), expected dimensions (if proceed) and format 
used for its administration (e.g., self-report, clinical inter-
view, observation of evaluator or computerized administra-
tion, among others). 

Instruments used to establish concurrent, convergent, 
and discriminant validity should also be described. Reliability 
and validity coefficients of these instruments should be pre-
sented for the group/s and/or dimension/s. No work will 
be accepted if instruments used for concurrent, convergent 
and discriminant validity have not been previously validated 
in other studies. 

 
2.4. Statistical analysis 
 
This section describes all procedures used to validate the 

instrument (item analysis, dimensionality, reliability, and va-
lidity coefficients). To this end, different procedures could 
be used, such as evaluating internal consistency, test-retest 
reliability, inter-rater and/or intra-rater coefficients, concur-
rent, convergent and discriminant validity, comparison of 
groups, and psychometric norms, if applicable. 

 
2.4.1. Exploratory Factor analysis 
 
If an EFA is performed specify a) parameter estimation 

method, b) factor selection method(s), c) in multidimension-
al solutions, rotation method and its justification, d) cut-off 
score of factor loadings, and e) percentage of variance ex-
plained by each factor. A complete guide on how to carry 
out an EFA can be found in Lloret-Segura et al. (2014, 2017) 
and Ferrando & Lorenzo-Seva (2014). It completely discour-
ages a) performing EFA/CFA on Pearson correlation matri-
ces; b) using Principal Components Analysis (PCA) as meth-
od of estimating parameters, and 3) using the Kaiser rule (ei-
genvalue > 1) as a method of selecting factors. A recent 
methodological review (Goretzko et al., 2021) addressed 
four major issues and their practical implications related to 

EFA: sample size, estimation method, rotation method, and 
factor retention criterion determining number of factors. 

Since EFA began, the relationship between the manifest 
variable and the factor has been popularly known as factor 
'loading'. However, in practice, a factor analysis produces 
two types of loadings: 1) a structure coefficient, and 2) a pat-
tern coefficient, to show the relationship of the item with the 
factor. The structure coefficient represents the zero-order 
correlation between item and factor, while the pattern coef-
ficient represents the unitary effect of a factor on the item, 
assuming that the effects of the rest of items are biased. 
When the solution is unidimensional, or multidimensional 
but orthogonal, the structure and pattern coefficients are 
equal. However, if the solution is multidimensional with re-
lated factors, both coefficients are different and must be in-
cluded in the manuscript. The term “factor loadings’’ could 
be replaced by structure coefficients (unidimensional and 
multidimensional orthogonal solution) and pattern coeffi-
cients should be added in multidimensional solutions with 
oblique factors. 

 
2.4.3. Confirmatory factor analysis 
 
In CFA, authors must make a previous hypothesis on the 

dimensional structure of the test based on a) previous theo-
ry, b) other factor solutions found in psychometric studies, 
or c) a previous EFA with a different group of participants 
in the same study. All three options are feasible, considering 
that: a) the use of CFA is clearly justified by the underlying 
theory, and not simply an alternative to EFA, b) if CFA is 
performed to contrast with exploratory results, it must be 
justified why this analysis rather than a new EFA is being 
performed, and c) assuming that EFA and CFA are carried 
out in the same study, the group where CFA is performed 
must be different from the group where EFA is performed. 
It is not advisable to conduct CFA and EFA on the same 
group (Brown, 2006). However, if CFA solution is not satis-
factory it is acceptable to perform an EFA on the same sam-
ple. 

In CFA, the preferred method to estimate factor solu-
tions is the maximum likelihood on variance-covariance ma-
trices where information of the vectors of means and stand-
ard deviations is incorporated;  items have five categories or 
more, and the normality assumption is met (Finney and 
DiStefano (2006).  

The maximum likelihood method requires the assump-
tion of normality of distribution of items. It can be used op-
tionally if the appropriate software is not available, and it 
must be justified that bias and kurtosis of items are < |2.0|. 
What happens when this method is used with indicators with 
ordinal values and with ceiling and floor effect (lack of con-
tinuity)? Brown (2006, p. 387) stated that: 

‘…the potential consequences of treating categorical variables as con-
tinuous variables in CFA are multiple, including that (1) they can pro-
duce attenuated estimates of the relationships (correlations) between 
indicators, especially when there are ceiling and floor effects; (2) it leads 
to 'pseudofactors' that are artifacts of the difficulty of the items and 
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their extremes, and (3) it produces statistical evidence and incorrect typ-
ical errors. Maximum likelihood can also produce incorrect estimates of 
parameters...’ 

Therefore, it is essential to employ any method other 
than maximum likelihood with categorical data or with se-
verely non-normal data'. Beauducel and Herzberg (2006) 
have also argued against the use of the maximum likelihood 
method in factor analysis of polytomous items (Flora & Cur-
ran, 2004; Lei, 2009). 

Brown (2006) proposed several methods to perform 
CFA of items: a) weighted least squares (WLS), b) un-
weighted least squares (ULS) and c) robust weighted least 
squares (WLSMV), currently considered the most recom-
mended method for this type of analysis (Beauducel & Her-
zberg, 2006; Bentler & Yuan, 1999; Flora & Curran, 2004; 
Forero et al., 2009, Lei, 2009).  

Alternatively, authors should consider employing a bi-
factor confirmatory analysis (Bock & Gibbons, 2010; Reise 
et al., 2007) or exploratory bi-factor models (Asparouhov & 
Muthen, 2009) as tools to determine a general factor and as 
many specific factors as considered relevant. When using bi-
factor models, it is crucial to justify the theoretical assump-
tions underlying the hypothetical model. Moreover, as these 
models tend to have better general fit, it is recommended 
that authors report rival bi-factor models in comparison to 
oblique first-order and higher-order structures (Canivez, 
2016).  Reporting Omega-hierarchical and omega-subscale 
are also advisable, as these measures are more appropriate 
indicators of proportion of reliable variable attributable to 
the latent construct (Zinbarg et al., 2006).  

CFA studies should use different fit statistics. Although 
criteria have changed over time, the most common are chi-
square/gl > 2, Standardized Root Mean Square Residual 
(SRMR < .08), Comparative Fit Index (CFI ≥ .95), Tucker-
Lewis Index (TLI ≥ .95), and Nonnormal Fit Index (NNFI 
≥ .95). Furthermore, it is essential to examine the matrix of 
standardized residual covariances to identify local areas of 
misfit masked in the global fit indices (Brown, 2006). 

CFA provides the possibility of comparing competitive 
models. However, some authors only provide information 
on the proposed model. Authors are advised to use this ad-
vantage, testing all justifiable models according to the theo-
retical model, comparing models with the χ2 statistic, if 
models are nested. If the comparison is between non-nested 
models, the Akaike information criterion (AIC) or its re-
scaled versions (ECVI, CAK, CAIC) can be used (Brown, 
2006). 

 
2.4.3. Empirical validity 
 
An important topic for a psychometric instrument is to 

show its validity in contexts applied by correlating scores of 
the instrument with those obtained in one or more external 
criteria. An instrument may be valid in one context and not 
in another (McDonald, 1999). Nevertheless, some authors 
believe that determining structural validity through 
EFA/CFA and calculating reliability of scores with the alpha 

coefficient is sufficient to show that this instrument can be 
used with guarantees in practice. 

Determining the empirical validity of scores is as im-
portant as determining their reliability, thus it is recommend-
ed authors incorporate validity coefficients with appropriate 
external criteria as examples of the actual behavior where the 
instrument is validated. 

A wrong practice which is widespread nowadays, is to 
calculate empirical validity using another instrument meant 
to measure the same attribute. This correlation is an expres-
sion of the extent to which two instruments measure the 
same attribute but with different items, but it is not clear ev-
idence of the empirical validity of the instrument in applied 
contexts. Generally, authors incorrectly use this correlation 
as evidence of convergent validity. However, this coefficient 
is evidence of concurrent validity. 

Some authors often neglect to perform significance tests 
(parametric or non-parametric) to determine if the scale real-
ly discriminates in the population based on socio-
demographic and/or clinical characteristics. Establishing the 
validity of an instrument is crucial for knowing its practical 
usefulness. If an instrument does not discriminate between 
groups of the population for which it has been built its use-
fulness is nil. 

 
2.4.4. Convergent and discriminant validity 
 
Convergent and discriminant validity coefficients were 

developed in the context of a multitrait and multimethod 
matrix. Convergent validity is evidenced when correlations 
between measurements of the same attribute with different 
methods (heteromethod-monotrait coefficients) are greater 
than those between different traits with the same method 
(heterotrait-monomethod coefficients) (e.g., Mearns et al., 
2009). The discriminant validity of the instrument will be ev-
idenced through obtaining low correlations between differ-
ent traits measured by different methods (i.e., heterotrait-
heteromethod coefficients), and must be lower than the 
convergent validity and reliability coefficients (Crocker & 
Algina, 1986). 

 
2.4.5. Item categories  
 
One forgotten topic in CTT is to investigate the appro-

priate number of categories in   items, since this model as-
sumes that categories are equiprobable and can be set arbi-
trarily. 

When the instrument is adapted from another cul-
ture/language, the norm is to use the same number of cate-
gories, however if it is a new instrument, researchers should 
study the appropriate number of categories for items. Thus, 
it is desirable to provide a pilot study where different catego-
ries have been assessed.  

Ways to validate the number of categories are as follows: 
a) use the Rasch model or polytomous variants: the partial 
credit model (Masters, 1982) and rating scale model (An-
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drich, 1978); b) alternatively, other IRT models such as the 
graded response model (Samejima, 1969) or generalized par-
tial credit model (Muraki, 1990), or c) use bi-factor confirma-
tory factor analysis (Canivez, 2016). The advantage of using 
these models is that categories are experimentally tested. 
Many statistical software can be used to estimate category 
thresholds in IRT or Rasch modelling; for example: Winstep 
(Linacre, 2023), Conquest (Adams et al., 2020), Rummfold 
(Andrich & Luo, 1996), jMetrik (Meyer, 2014), JAMOVI 
(jamovi project, 2023), and R, among others.  

 
2.4.6. Reliability 
 
In a psychometric study it is advisable to calculate relia-

bility of scores for each dimension measured. Normally, reli-
ability coefficients are reported after performing EFA/CFA. 
Regardless of the procedure used to obtain the reliability co-
efficient, researchers should consider the following aspects: 
a) The phrase ‘the reliability of the test’ is incorrect. A psy-

chometric instrument is unreliable. Reliability refers to 
scores in a particular group or purpose (Thomson and 
Vacha-Haase, 2000; Vacha-Haase, 1998; Sánchez-Meca 
et al., 2021). The reliability coefficient is the proportion 
of true variance that can be attributed to variance of em-
pirical scores. It depends on length of instrument and 
heterogeneity of scores (Lord & Novick, 1968), as well as 
other specific characteristics of the group (e.g., 
O'Rourke, 2004).  

b) An undesirable practice is to provide a coefficient of reli-
ability for total scores when the instrument measures two 
or more dimensions. In our opinion, if the instrument is 
unidimensional, a reliability coefficient can be presented 
for the total score, but if the instrument has two or more 
factors, the reliability coefficient will be presented for 
each dimension, but not necessarily for the total score. 
When the instrument measures different dimensions, the 
reliability coefficient for the total score is an estimator of 
the actual reliability coefficient, but it is not known to 
what extent each dimension contributes to the total 
score.  

c) Alpha coefficient (e.g., McDonald, 1999) has long been 
considered the standard for evaluation of internal con-
sistency, especially when only one application of the 
measuring instrument is made. Furthermore, this coeffi-
cient has been misused as evidence of unidimensionality 
(Cortina, 1993; Green et al., 1977; Henson, 2001; 
Schmitt, 1996; Shevlin et al., 2000; Streiner, 2003). Viable 
alternatives to the alpha coefficient for essentially unidi-
mensional tests are McDonald's coefficient ω (1999) 
based on factor analysis, or Revelle's β coefficient (Zin-
barg et al., 2005) based on cluster analysis. Other useful 
coefficients that relax the assumptions of CTT (τ-
equivalents tests, essentially τ-equivalents and congeneric 
tests) can provide more realistic information on internal 
consistency (e.g., Feldt-Brennan coefficient and Feldt-
Gilmer coefficients) (Gilmer, & Feldt, 1983; Feldt, & 

Brennan, 1989). An extensive study of applications of the 
alpha and ω coefficients can be read in Viladrich et al. 
(2017). 

d) In CFA, it is possible to obtain a reliability coefficient for 
each subtest through procedures developed by Raykov 
(2001, 2004) that help in overcoming the problems of the 
alpha coefficient. An example of how to obtain this reli-
ability coefficient can found in Brown (2006, p. 338-345).  

e) If the instrument is self-reporting, it is recommended to 
utilize a Pearson or Spearman coefficient to assess the 
temporal stability of the evaluated construct. In cases 
where the measuring instrument is employed by two or 
more raters (inter-rater reliability) or by one rater on two 
occasions (intra-rater reliability), it is more suitable to 
evaluate temporal stability using the intraclass correlation 
coefficient (ICC). This coefficient enables the derivation 
of a reliability coefficient by accounting for the variance 
attributed to systematic differences between raters or ap-
plications.  

f) It is highly recommended to present the confidence in-
terval (CI) of the reliability coefficient in each factor or 
for the complete instrument (unidimensional). If the 
software does not provide CI, it can be constructed in 
two ways: a) transforming the reliability coefficient to 
Fisher's Z scores, and then applying the procedure de-
scribed by Charter (2000), or b) using the procedure de-
signed by Hastkian and Wallen (1976) when using alpha 
coefficient. Raykov (2002) developed a method to esti-
mate the CI of the reliability coefficient within the CFA 
network. 
 
2.4.7. Error of measurement 
 
In general terms, few studies provide an assessment of 

measurement error and its impact on the quality of scores. 
Too often, researchers forget that the reliability coefficient is 
an expression of to what extent scores can be reproduced in 
successive application of the instrument. However, evaluat-
ing measurement error is as important as achieving reliability 
of scores. To calculate measurement error, CTT provides the 
measurement standard error (SEM, Crocker and Algina, 
1986, McDonald, 1999). SEM allows calculating the interval 
in which scores can vary within an expected range for the 
same true score. Perhaps a good idea is to incorporate SEM 
to detect how much a score must change for a clinically sig-
nificant change to be detectable (Streiner et al., 2015).  

 
2.4.8. Interpretability of scores 
 
The interpretability of scores refers to the degree to 

which we can assign qualitative meaning to scores obtained 
with scales (Lohr et al., 1996). The descriptive statistics ob-
tained on the scale (or subscales) that is validated provide 
substantial information for interpretability of scores, but au-
thors should provide, if possible, these statistics obtained 
from the use of the scale (or subscales) in groups or sub-
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groups (groups with different clinical diagnosis, age groups, 
depending on sex, educational level, among others) that are 
expected to differ in the attribute measured depending on 
application of a specific treatment. 

 
2.4.10. Bias 
 
In current psychometric studies, it is common to assess 

whether measurement models hold across different popula-
tions or multiple occasions (Schmitt & Kuljanin, 2008; Van-
denberg & Lance, 2000). This is typical with populations that 
may be distinguished regarding language, gender, age, or 
other characteristics. Measurement invariance is a necessary 
step for addressing research questions, mainly related to the 
impact of cultural or linguistic phenomena on item or factor 
parameters.  

According to scientific literature, authors should consider 
practical application of measurement invariance, such as the 
application of progressively restrictive constraints on sets of 
model parameters with multiple groups (Byrne et al., 1989). 
These constraints have been traditionally named as configu-
ral invariance (same model specification to each group sepa-
rately), metric invariance (constraints on factor loadings), 
scalar invariance (constraints on measurement intercepts), 
and strict invariance (constraints on measurement error vari-
ances). In addition, if researchers have hypotheses about 
population differences involving the constructs themselves, 
this can be done by tests of between group invariance of var-
iances, covariances, and/or means of the latent variables. 
This is a relevant previous step if researchers wish to evalu-

ate mean differences on measures or constructs between 
groups (Thompson, 2016). When using categorical data, 
methods for assessing factorial invariance have been de-
scribed and involve evaluation of parameters including factor 
loadings, thresholds, and residual variances (Millsap, 2011; 
Millsap & Yun-Tein, 2004; Svetina et al., 2020). Neverthe-
less, it is essential to mention that the accomplishment of 
measurement invariance is not a mandatory previous step to 
analyze mean comparison across groups. Two main reasons 
are behind this statement. First, full measurement invariance 
is almost impossible to achieve in psychological measure-
ment (Rutkowski & Svetina, 2014). Second, estimation ap-
proaches for non-invariance (e.g., partial invariance, invari-
ance alignment, Bayesian approximate invariance) provide 
different assumptions about DIF distribution, and hence, 
ambiguity in group comparison. Those interested in further 
exploring the theoretical and methodological framework of 
this topic can read the study by Robitzsch and Lüdte (2023). 
Finally, evaluation of item bias has not yet been incorporated 
into validation studies within CTT, however, authors are ad-
vised to consider the use of procedures to evaluate DIF with 
any of the procedures devised so far (e.g., logistic regression, 
or Mantel-Haenszel method) (Brown, 2006), though IRT-
based procedures can also be used (De Ayala, 2009). These 
studies bring greater certainty regarding the invariance of 
factorial solutions, or of parameters estimated in IRT. 
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